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Executive Summary

This deliverable provides an integrated view of the contributions and findings that were produced by
Tasks 1 to 4 under WP3. The aim of WP3 within ESCUDO-CLOUD is to formulate solutions for
secure information sharing in the Cloud. These solutions were designed to offer means of selective
access control on data stored at the Cloud Service Provider (CSP), integrity checks of outsourced
data stored at the CSP, collaborative query execution over encrypted data stored at the CSP, and
application-level verification of expected security guarantees. For this, the work was segmented
across four tasks:

Selective sharing (M4-M34). Task 3.1 provides means for enabling selective sharing of protected
data with other users in the Cloud. Selective Encryption is combined with the Shuffle Index.
In addition, Selective Encryption is applied in a supply chain context to foster information
sharing between the supply chain parties. Furthermore, T3.1 formulates multi-user encryption
schemes that enable search over encrypted data in the Cloud. Privacy of participants in Use
Case 2 is improved by the novel Oblivious Order Preserving Encryption Protocol (OOPE).

Secure multi-user interactions and sharing (M7-M34). The solutions in Task 3.2 guarantee in-
tegrity and correctness of the data stored in an untrusted Cloud, and the responses of compu-
tations using that data in the presence of write operations by multiple users. This is achieved
through distributed consistency protocols that are built on top of authenticated data types.

Support for collaborative queries (M7-M34). Task 3.3 analyzes probabilistic approaches for
providing integrity guarantees, in terms of correctness and completeness, of computation
results in collaborative scenarios. The proposed solutions are then refined to reduce the costs
of integrity verification, while not impacting integrity. Task 3.3 also addressed the problem
of enforcing selective access restrictions to outsourced data in collaborative scenarios. The
task specifically proposes a solution for efficiently and effectively revoking authorizations by
re-encrypting a small fragment of revoked resources, with limited overhead for the resource
owner. It also proposes a solution for specifying and enforcing authorizations enabling
controlled data sharing for collaborative queries in the Cloud.

Security testing (M10-M34). Task 3.4 provides security testing mechanisms that help to guarantee
the protection of the Cloud customer data. While typically it is not possible to actually access
the CSPs to check the security mechanisms implementation as they do not permit access
to binaries (and of course also not to the code), T3.4 grouped and compared the testing
techniques considering varied levels of parameter access that allow the user to determine in
what aspect of the service they should be applied. Moreover, extending testing to the security
lifecycle T3.4 proposes a customer-side monitoring framework for monitoring the compliance
of Cloud services to the contracted properties in the agreed service level agreements.

9



10 List of Figures

The remainder of this document is organized as follows. Chapter 1 provides a presentation of the
work done on task T3.1. Chapter 2 highlights the work performed on T3.2. Chapter 3 summarizes
T3.3. Chapter 4 states the findings around T3.4. Finally, Chapter 5 summarises overall conclusions
on the findings of WP3 and future work.
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1. Selective sharing

Work under this task is focused on data ownership and the selective data sharing. The goal is to
enforce fine grained access restrictions under the presence of an untrusted Cloud Service Provider
(CSP). Two deliverables especially addressed challenges in selective sharing, namely D3.1 on
Techniques for Selective Access and D3.3 on Techniques for Selective and Secure Data Sharing. In
the following, Section 1.1 will present an overview of the contributions within T3.1. Sections 1.2
to 1.6 present the work on these innovations.

1.1 ESCUDO-CLOUD Innovation

This task produced several advancements over the state-of-the-art.

• Key hierarchies for encryption-enforced access control and a multi-user encryption scheme
tailored for queries on supply chain databases. By applying Selective Encryption to the
data contained on RFID modules that are attached to goods moving between members of
supply chain we realize visibility policies (i.e., regulate access to data associated with objects
received from supply chain partners).

• We integrated Selective Encryption to the Shuffle Index introduced in WP2 to extend its ability
to support selective sharing in contexts where access confidentiality needs to be guaranteed
in addition to access control.

• While we succeeded in increasing the security of Order Preserving Encryption (OPE)
schemes, OPE is still limited to two parties. To extend the applicability of OPE to multiple
parties, we combine tree based OPE with garbled circuits and homomorphic encryption.

• We formulated a searchable encryption scheme for multiple users and integrated it into an
industrial grade database for evaluation.

1.2 Selective Encryption

D3.1 evaluated Selective Encryption as a mean to enforce access control in Cloud scenarios.
Selective Encryption represents an effective solution for enforcing access control restrictions
over data stored at an external, possibly not fully trusted, Cloud provider. In principle, Selective
Encryption is realized by encrypting different data with different encryption keys, and in distributing
keys in such a way that the key used to protect data is known to only the users authorized.
Consequently, by utilising Selective Encryption data is effectively self-enforcing access control.
Authorization policies can thus be translated into equivalent encryption policies, where equivalence
is realized by the use of token-based key derivation. The foundations of Selective Encryption with
key hierarchies in D3.1 led to two derived contributions by ESCUDO-CLOUD.

11



12 Selective sharing

First, a Selective Encryption scheme for the authentication of (authorized) members within a
supply chain was formulated and evaluated. These members move physical objects, to which an
RFID module containing handling information of the other members is attached, through the supply
chain. Specifying access control rules for the tuples for such a data handling scenario can be very
delicate. Imagine a supplier p2 selling a product o2 to buyers p3 and p4 (Figure 1.1). If buyer p3

has access to all scheduled orders for o2, she can infer the volume of future business with p4. This
can be very sensitive, in case supplier p2 has to cancel some orders due to a temporary capacity
reduction (e.g., a machine failure). Buyer p3 could then infer whether p4’s orders are treated
preferentially. While this decision can be based on local information, in the case of bridging only
one supply chain stage, it becomes difficult in case of a tier-2 supplier (i.e., a supplier’s supplier).
As another example, imagine a supplier p1 selling product o1 to p2 which is then used by p2 to
produce o2. Again, assume that p2 later sells object o2 to players p3 and p4. If either buyer p3 or
p4 contacts supplier p1 requesting data, p1 cannot decide which object was shipped to which buyer.
If supplier p1 would grant access to all items, buyer p3 could infer again the volume of business of
p4. An emerging access rule is to share data with partners about shared objects, that is, objects a
group of partners have possessed.

Figure 1.1: An example of a supply chain

We advanced the state-of-the-art by formulating an approach based on Selective Encryption
for enforcing visibility policies in supply chain scenarios, where data about objects are stored
at an external CSP. To the best of our knowledge, our authentication protocol is among the first
addressing secure interaction among participants of an RFID-enhanced supply chain. Furthermore,
we have shown that it can significantly reduce the administration burden by requiring only a small
set of policy rules. The formulated approach enables companies to profitably use the sharing
services offered by the Cloud for physical object data, while enforcing restrictions on the visibility
of sensitive data. Our technique has the advantage of flexibility and enables the enforcement of
arbitrary visibility policies over objects’ data.

Second, leveraging Selective Encryption solutions developed in this task, we have extended the
application of Selective Encryption to a shuffle index data structure. The proposed solution offers
selective sharing capability, while providing access and pattern confidentiality. This work was
presented to full extend in D3.3. This proposal has then been extended to support policy updates,
as illustrated in Section 1.3

Both works resulted in publications, namely [DFP+16, DFP+17] and [KKBF17].

1.3 Access Control for the Shuffle Index

The shuffle index [DFP+15] approach has been studied in WP2 as a solution for providing access
and pattern confidentiality. Access confidentiality is necessary for protecting data since breaches to

ESCUDO-CLOUD Deliverable D3.5



Section 1.3: Access Control for the Shuffle Index 13

access confidentiality may leak information on access profiles, and, in the end, even on the data
themselves [IKK14].

The shuffle index is a dynamically allocated data structure organized, at the logical level, as an
unchained B+-tree. The shuffle index provides access and pattern confidentiality by combining
three protection techniques: cover searches, repeated searches, and shuffling.

The shuffle index proposal (illustrated in D2.1) provides users knowing the encryption key
access to the entire outsourced data collection. To address scenarios where users should be
authorized for a different view over the data, D3.3 presented an extension of the shuffle index for
fine grained access control enforcement. The proposed solution leverages selective encryption for
access control enforcement on the data stored in a shuffle index. To protect the confidentiality of
index values, as well as of data content, our proposal is based on the combined use of two shuffle
indexes: a primary index, storing selectively encrypted data indexed according to an additional
indexing attribute whose values are computed and known to the data owner only; and a secondary
index, enforcing the access control policy by selectively providing users access to primary index
values. Consider, as an example, the relation and access control policy in Figure 1.2(a). The primary
and secondary indexes enforcing such a policy are illustrated in Figures 1.2(b-c) and graphically
reported in Figures 1.3 and 1.4, respectively.

D3.3 presents the details of the proposed approach for enforcing access control restrictions over
the shuffle index. The following subsections extend the proposal in D3.3, illustrating an approach
for the management of insertion, deletion, and update of resources, as well as for granting and
revoking authorizations. An analysis of the correctness and performance/economic overhead of the
solution will also be presented.

1.3.1 Data and Policy Updates

Changes in the authorization policy can be of three types: 1) insertion/deletion/update of a resource;
2) insertion/deletion of a user; and 3) grant/revoke of an authorization. We note that the inser-
tion/deletion of a user has an impact on the policy only when the user is involved in authorizations.
In the following, we then focus on the insertion, removal, and update of resources and on grant and
revoke of authorizations. For simplicity, we assume that each operation refers to a single resource r
and a single user u (extensions to sets of tuples and users are immediate).

Removal, insertion, and update of a resource

An observer can recognize operations that remove, insert, or update a resource from read-only
accesses whenever they require a change in the structure of the primary and/or secondary indexes.
To make them indistinguishable from read-accesses, we adopt the approach in [DFP+15]. This
solution prevents the removal of nodes from the structure by marking removed tuples as non valid,
while it adopts probabilistic splits to make the insertion of new tuples indistinguishable from read
accesses. Intuitively, to prevent an observer from discriminating insert operations when a node is
split, nodes are possibly split also when visited by a read access, according to the result of a random
function.

• Removal. The removal of a resource r requests the removal of the encoded value ι(r[I])
as well as all values ιi(r), ∀ui∈acl(r) from the leaves of the primary and secondary index,
respectively. These values are therefore searched in the primary and secondary index and
the corresponding resources are marked as ‘non-valid’ (e.g., encrypted with a key known

ESCUDO-CLOUD Deliverable D3.5



14 Selective sharing

ORIGINAL RELATION PRIMARY INDEX SECONDARY INDEX

I Resource ACL
1 A Aresource . . . u1 u2 u3

2 B Bresource . . . u1 u2

3 C Cresource . . . u1 u2

4 D Dresource . . . u2 u3

5 F Fresource . . . u2 u3

6 G Gresource . . . u1 u3

7 H Hresource . . . u1 u3

8 I Iresource . . . u1

9 J Jresource . . . u1

10 L Lresource . . . u1

11 M Mresource . . . u1

12 N Nresource . . . u2

13 O Oresource . . . u2

14 P Presource . . . u2

15 Q Qresource . . . u2

16 R Rresource . . . u3

17 S Sresource . . . u3

18 T Tresource . . . u3

19 U Uresource . . . u3

I Resource
12 ι(A) 〈l123, E(k123, Aresource)〉
17 ι(B) 〈l12, E(k12, Bresource)〉
4 ι(C) 〈l12, E(k12, Cresource)〉
3 ι(D) 〈l23, E(k23, Dresource)〉
7 ι(F) 〈l23, E(k23, Fresource)〉
9 ι(G) 〈l13, E(k13, Gresource)〉

10 ι(H) 〈l13, E(k13, Hresource)〉
8 ι(I) 〈l1, E(k1, Iresource)〉
6 ι(J) 〈l1, E(k1, Jresource)〉

11 ι(L) 〈l1, E(k1, Lresource)〉
2 ι(M) 〈l1, E(k1, Mresource)〉

14 ι(N) 〈l2, E(k2, Nresource)〉
5 ι(O) 〈l2, E(k2, Oresource)〉

18 ι(P) 〈l2, E(k2, Presource)〉
16 ι(Q) 〈l2, E(k2, Qresource)〉
15 ι(R) 〈l3, E(k3, Rresource)〉
19 ι(S) 〈l3, E(k3, Sresource)〉
1 ι(T) 〈l3, E(k3, Tresource)〉

13 ι(U) 〈l3, E(k3, Uresource)〉

I Resource
10 ι1(A) E(k1, ι(A))
18 ι2(A) E(k2, ι(A))
22 ι3(A) E(k3, ι(A))

5 ι1(B) E(k1, ι(B))
6 ι2(B) E(k2, ι(B))
9 ι1(C) E(k1, ι(C))

25 ι2(C) E(k2, ι(C))
27 ι2(D) E(k2, ι(D))

4 ι3(D) E(k3, ι(D))
19 ι2(F) E(k2, ι(F))

3 ι3(F) E(k3, ι(F))
11 ι1(G) E(k1, ι(G))

7 ι3(G) E(k3, ι(G))
20 ι1(H) E(k1, ι(H))
24 ι3(H) E(k3, ι(H))
15 ι1(I) E(k1, ι(I))
12 ι1(J) E(k1, ι(J))

8 ι1(L) E(k1, ι(L))
1 ι1(M) E(k1, ι(M))

14 ι2(N) E(k2, ι(N))
23 ι2(O) E(k2, ι(O))
26 ι2(P) E(k2, ι(P))

2 ι2(Q) E(k2, ι(Q))
13 ι3(R) E(k3, ι(R))
16 ι3(S) E(k3, ι(S))
21 ι3(T) E(k3, ι(T))
17 ι3(U) E(k3, ι(U))

(a) (b) (c)

Figure 1.2: An example of a relation with acls associated with its resources (a), relation for the
primary index (b), and relation for the secondary index (c)

Figure 1.3: Primary shuffle index for the relation in Figure 1.2(b)

to the data owner only, or overwritten with a dummy content) [DFP+15]. For instance, the
removal of resource Cresource with index value C requires to set as non-valid the resources
with index values ι(C) (primary index) and ι1(C), ι2(C) (secondary index). Note that, for the
working of the system, the index values in the secondary index do not need to be removed or
set as non-valid. Indeed, the user will discover the absence of the resource of interest when
visiting the primary index.

• Insertion. The insertion of a new resource r with acl(r) requires the insertion of a new tuple
p in the primary index, having p[I]=ι(r[I]) and containing the original resource in encrypted
form, that is, p[Resource]= 〈li1,...,in ,E(ki1,...,in ,r[Resource])〉, with acl(r)={ui1 , . . . ,uin}. Anal-
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Figure 1.4: Secondary shuffle index for the relation in Figure 1.2(c)

ogously, for each user ui in acl(r) a new tuple s is inserted in the secondary index, having
s[I] = ιi(r[I]) and s[Resource] = E(ki, ι(r[I])). For instance, the insertion of a new resource
Zresource with index value Z and acl(Z)={u2,u3} requires the insertion of tuple p with
p[Resource]=〈l23, E(k23,Zresource)〉 and index value p[I]=ι(Z) in the primary index, and
of two tuples s1 and s2 in the secondary index, with s1[I]=ι2(Z), s1[Resource]=〈E(k2,ι(Z))〉,
and s2[I]=ι3(Z), s2[Resource]=〈E(k3,ι(Z))〉.

• Update. The update of a resource may have an impact on the primary and secondary indexes
only when it requires a change in the index value. In fact, if the index value does not
change, it is sufficient to search for the resource to be updated, and to modify its encrypted
representation in the primary index during the access operation. On the contrary, when the
index value associated with the resource needs to be updated, it is necessary to modify the
primary index to move the resource to the correct leaf, and the secondary index to enable
users to retrieve the resource when searching for its new index value. Such an update can
be seen (and realized) as the removal of a resource followed by the insertion of the same
resource with a new value for the index attribute.

Grant and revoke

Grant and revoke operations require the insertion and removal of tuples in the primary and/or
secondary index, which are again performed according to the approach described in [DFP+15].

• Grant. A request to grant user ui access to resource r requires a change only in the secondary
index to allow user u to retrieve the encoded value ι(r[I]). The data owner then inserts a new
tuple s in the secondary index with s[I]=ιi(r[I]) and s[Resource]=E(ki,ι(r[I])). Also, the
data owner re-encrypts resource r in the primary index, using an encryption key that also ui

can derive (i.e., the key associated with the new access control list acl(r) of the resource).
For instance, to grant user u3 access to resource Cresource, the data owner inserts a tuple
with index value ι3(C) and content 〈E(k3,ι(C))〉 in the secondary index. Also, she re-encrypts
the content of the tuple with index value ι(C) in the primary index, using key k123.

• Revoke. To prevent users from distinguishing between the removal of a resource that she is
authorized to access and the revoke of her access privilege for the same resource, the encoding
ι(r[I]) of the index value of the revoked resource must be changed. The primary and the
secondary indexes must then be updated accordingly. The data owner then computes a new
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encoded value ι(r[I],salt) for the resource by concatenating a random salt with the original
index value ι(r[I],salt)=h(ko,r[I]||salt). The data owner removes from the primary index the
tuple pold storing the resource before the policy update, and inserts a new tuple pnew storing
the resource after the policy update. The new tuple pnew has index value pnew[I]=ι(r[I],salt)
and stores resource r, encrypted with a key known to authorized users only (i.e., all users X
in acl(r) but ui), that is, pnew[Resource]=〈lX , E(kX ,r[Resource])〉. Since the encoded value
associated with the revoked resource has been updated, the data owner must modify the
secondary index, to enable authorized users to retrieve the resource. For each authorized user
u j, the data owner updates the tuple s in the secondary index with s[I]=ι j(r[I]), setting its
content to s[Resource]=E(k j,ι(r[I],salt)). For instance, assume that user u1 is revoked access
to resource Cresource. The data owner first re-computes the encoded value for C, ι(C,salt),
removes from the primary index tuple pold with pold[I]=ι(C), and inserts a new tuple pnew

with the same content as the removed one, but encrypted with k2, pnew[Resource]=〈l2, E(k2,
Cresource) 〉 and index value pnew[I]=ι(C,salt). The data owner then updates the secondary
index: she removes tuple s1 with index value s1[I]=ι1(C), and updates the content of tuple s2

with index value s2[I]=ι2(C), setting s2[Resource]=E(k2,ι(C,salt)).

We observe that, to guarantee that the server cannot recognize read accesses from modifications
to the dataset or the access policy, every access to the primary index must be preceded by an access
to the secondary index (and every access to the secondary index must be followed by an access to
the primary index). Whenever the access to the primary (or secondary) index is not necessary for
an update operation, the data owner performs a read access searching for a random value.

Token management for efficient revocation

The solution described above for the management of revoke operations, although effective, implies
a high communication cost for the data owner, especially if the revoked resource can be accessed
by many users. Indeed, the data owner needs to access the secondary index as many times as
the number of users in the acl of the revoked resource. An alternative approach that limits the
overhead of revoke management consists in using a different encryption key for each resource. Each
resource is then associated with a set of tokens, enabling authorized users to derive the encryption
key [AFB05]. To revoke a user access to a resource, the data owner re-encrypts the resource and
modifies its tokens, without the need to update the secondary index.

Formally, each resource ri is encrypted with an encryption key ki randomly chosen by the data
owner and used exclusively for it. The set of keys used for the encryption policy is then defined as
follows.

Definition 1.3.1 (Encryption Policy Keys with Tokens) Let R(I,Resource) be a relation, U be
a set of users, and, ∀r∈R, acl(r)⊆U be the acl of r. The set K of encryption policy keys for R is
a set K ={ki | ui ∈U} ∪ {k j | r j ∈R} of encryption keys. Each key ki∈K has a public label li.
Each user ui∈U knows the set K i = {ki}∪{k j | k j ∈K ∧ui ∈ acl(r j)} of keys.

Each resource ri is complemented, in the primary index, with a token t j,i for each user u j. Token
t j,i enables u j to derive ki from her key k j, if u j∈acl(ri); t j,i is a random string of the same length
as real tokens, otherwise. Token t j,i enabling key derivation is defined as t j,i=ki⊕h(k j,li), where li
is a publicly available label associated with ki, ⊕ is the bitwise xor operator, and h is a deterministic
cryptographic function. Given the set U = {u1, . . . ,un} of users, the tuple pi representing a resource
ri in the primary index has content pi[Resource]=〈li, E(ki,r[Resource]),t1,i, . . . , tn,i〉.
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ORIGINAL RELATION PRIMARY INDEX

I Resource ACL
1 A Aresource . . . u1 u2 u3

2 B Bresource . . . u1 u2

3 C Cresource . . . u1 u2

4 D Dresource . . . u2 u3

5 F Fresource . . . u2 u3

6 G Gresource . . . u1 u3

7 H Hresource . . . u1 u3

8 I Iresource . . . u1

9 J Jresource . . . u1

10 L Lresource . . . u1

11 M Mresource . . . u1

12 N Nresource . . . u2

13 O Oresource . . . u2

14 P Presource . . . u2

15 Q Qresource . . . u2

16 R Rresource . . . u3

17 S Sresource . . . u3

18 T Tresource . . . u3

19 U Uresource . . . u3

I Resource
12 ι(A) 〈lA E(kA, Aresource) kA⊕h(k1, lA) kA⊕h(k2, lA) kA⊕h(k3, lA)〉
17 ι(B) 〈lB E(kB, Bresource) kB⊕h(k1, lB) kB⊕h(k2, lB) fake3,B〉
4 ι(C) 〈lC E(kC, Cresource) kC⊕h(k1, lC) kC⊕h(k2, lC) fake3,C〉
3 ι(D) 〈lD E(kD, Dresource) fake1,D kD⊕h(k2, lD) kD⊕h(k3, lD)〉
7 ι(F) 〈lF E(kF, Fresource) fake1,F kF⊕h(k2, lF) kF⊕h(k3, lF)〉
9 ι(G) 〈lG E(kG, Gresource) kG⊕h(k1, lG) fake2,G kG⊕h(k3, lG)〉

10 ι(H) 〈lH E(kH, Hresource) kH⊕h(k1, lH) fake2,H kH⊕h(k3, lH)〉
8 ι(I) 〈lI E(kI, Iresource) kI⊕h(k1, lI) fake2,I fake3,I〉
6 ι(J) 〈lJ E(kJ, Jresource) kJ⊕h(k1, lJ) fake2,J fake3,J〉

11 ι(L) 〈lL E(kL, Lresource) kL⊕h(k1, lL) fake2,L fake3,L〉
2 ι(M) 〈lM E(kM, Mresource) kM⊕h(k1, lM) fake2,M, fake3,M〉

14 ι(N) 〈lN E(kN, Nresource) fake1,N kN⊕h(k2, lN) fake3,N〉
5 ι(O) 〈lO E(kO, Oresource) fake1,O kO⊕h(k2, lO) fake3,O〉

18 ι(P) 〈lP E(kP, Presource) fake1,P kP⊕h(k2, lP) fake3,P〉
16 ι(Q) 〈lQ E(kQ, Qresource) fake1,Q kQ⊕h(k2, lQ) fake3,Q〉
15 ι(R) 〈lR E(kR, Rresource) fake1,R fake2,R kR⊕h(k3, lR)〉
19 ι(S) 〈lS E(kS, Sresource) fake1,S fake2,S kS⊕h(k3, lS)〉

1 ι(T) 〈lT E(kT, Tresource) fake1,T fake2,T kT⊕h(k3, lT)〉
13 ι(U) 〈lU E(kU, Uresource) fake1,U fake2,U kU⊕h(k3, lU)〉

(a) (b)

Figure 1.5: Relation of Figure 1.2(a) with acls associated with its resources (a) and relation for the
primary index (b) when tokens are stored in leaf nodes

The primary index structure is then formally defined as follows.

Definition 1.3.2 (Primary Index with Tokens) Let R(I,Resource) be a relation, I be the index-
ing attribute, ι be an encoding function for I, U = {u1, . . . ,un} be a set of users, and K be
the set of encryption policy keys for R. A primary index for R over I is a shuffle index over
relation P(I,Resource) having a tuple pi for each tuple ri∈R such that pi[I] = ι(ri[I]) and
pi[Resource]= 〈li,E(ki,ri[Resource])t1,i, . . . , tn,i〉 such that if u j∈acl(ri) t j,i=ki⊕h(k j,li); t j,i is a
fake token, otherwise, for each j = 1, . . . ,n.

Figure 1.5 illustrates the primary index, with tokens stored together with resources, for the
relation and access control policy in Figure 1.2(a). Note that the secondary index is not affected by
this approach for token management.

This revised structure of the primary index has an impact on the operations aimed at updating
the outsourced resource collection and the authorization policy. While tuple insertion, tuple update,
and grant operations are marginally affected by the change in the primary index structure and
operate as illustrated above, the removal of tuples and the revoke of authorizations need to be
revised as follows.

• Removal. To remove resource r, the data owner substitutes the encrypted representation of r
in the primary index with a random string of the same length and invalidates all the tokens,
substituting each of them with a fake token. When user u searches for the index value r[I]
of a removed resource r, she will not be able to use the corresponding token. Using this
approach, the data owner does not need to visit the secondary index to invalidate the encoded
representation of r[I] for each user u in acl(r). For instance, considering the example in
Figure 1.5, to remove resource Cresource, the data owner only needs to search for ι(C) in
the primary index, download the corresponding tuple, generate three fake tokens (one for
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18 Selective sharing

each user) and a random string of the same length as the encrypted resource, and upload the
new tuple.

• Revoke. To revoke user ui access to resource r j, the data owner randomly generates
a new encryption key knew for r j and re-encrypts the resource with the new key. The
data owner generates a token for each user authorized for r j (i.e., u∈acl(r j)), enabling
her to compute the new encryption key knew, and a fake token for the other users. The
content of the tuple in the primary index storing r j is then updated to p[Resource] =

〈lnew,E(knew,r j[Resource]),t1,new,. . . ,tn,new〉, where ti,new is a token enabling ui to derive knew

from ki if ui∈acl(r j); it is a fake token, otherwise. Note that the data owner does not need
to update any of the tuples in the secondary index (only the primary index is modified
for the enforcement of revoke operations). For instance, with reference to the example in
Figure 1.5, let us assume that the data owner wants to revoke to user u1 access to Cresource.
First, the data owner searches for ι(C) in the primary index, and downloads the correspond-
ing tuple 〈lC, E(kC, Cresource), kC⊕ h(k1, lC), kC⊕ h(k2, lC), fake3,C〉. She then decrypts
E(kC, Cresource) using key kC, obtaining plaintext resource Cresource. She generates a
new encryption key k′C with label `′C, and re-encrypts Cresource with k′C. The data owner
computes a token t ′2,C enabling user u2 to derive k′C from her own key k2, and generates two
fake tokens for u1 and u3. The data owner finally updates the tuple in the primary index as
〈`′C, E(k′C,Cresource), fake1,C, k′C⊕h(k2, `

′
C), fake3,C〉. This approach guarantees that a user

cannot distinguish between the removal of a resource r she is authorized to access and the
revocation of her privilege over it. In fact, after the update of the tuple representing r in the
primary index, she will be associated with a fake token that cannot be used for decryption.

Our solution for token management has two advantages. First, it permits the data owner to
manage revoke operations in a simpler and less expensive way. In fact, the data owner does not
need to modify the secondary index, but only the primary index is affected. Second, this solution
facilitates key and token management: each resource can be encrypted with a fresh key (which is
not shared with other resources), and tokens are stored together with resources. Hence, searches
over the primary/secondary index do not require to also access a token catalog, which should be
properly protected. Also, key derivation requires only one derivation step.

1.3.2 Analysis

In this section, we demonstrate the correct enforcement of the (dynamic) authorization policy
defined by the data owner, we discuss the protection of access and pattern confidentiality provided
by our approach, and we analyze the performance and economic overhead it causes.

Correctness

The primary and secondary indexes described in D3.3 guarantee the correct enforcement of the
access control policy if each user ui can access all and only the resources and index values in R

she is authorized to access, as formally stated by the following theorem.

Theorem 1.3.1 Let R(I,Resource) be a relation, U be a set of users, acl(r)⊆U be the acl of
r, ∀r∈R. The encryption policy keys, the primary index P(I,Resource) for R over I, and the
secondary index S (I,Resource) for R and P correctly enforce acl(r), ∀r∈R, iff ∀ui ∈U, the
following conditions hold: i) ui can access resource r[Resource] iff ui∈acl(r); ii) ui can see an
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index value v iff ∃r∈R s.t. r[I]=v and ui∈acl(r).
The insertion, removal, and update of the tuples and the grant and revoke of authorization preserve
the correctness of policy enforcement.

PROOF. Consider a user ui s.t. acl(r)={ui1 , . . . ,uin} and ui∈{ui1 , . . . ,uin}. We need to show
that ui can retrieve the plaintext content of tuple r. A user ui can retrieve and decrypt r iff:

1. ui can compute ιi(r[I]);

2. ∃!s ∈S s.t. s[I]=ιi(r[I]) and s[Resource]=E(ki,ι(r[I]));

3. ∃!p ∈P s.t. p[I]=ι(r[I]) and p[Resource]=〈li1,...,in ,E(ki1,...,in ,r[Resource])〉;

4. ui can visit S and P .

User ui can compute ιi(r[I]) since it is defined as h(ki,r[I]) and ui knows key ki, by Definition 1.4.2
in D3.3. Tuple s exists and belongs to S by Definition 1.4.4 in D3.3. Tuple p exists and belongs to
P by Definition 1.4.3 in D3.3. User ui can decrypt the content of s[Resource] as she knows ki∈K i,
and the content of p[Resource] as she knows ki1,...,in∈K i because ui∈acl(r), by Definition 1.4.2
in D3.3. Any authorized user, including ui, can visit both S and P since she knows both the
encryption key k used by the data owner to encrypt the content of nodes to enable shuffling, and the
co-domain of the encoding functions.
Note that the observations above hold also when a new resource r is inserted into the data collection.
Indeed, as illustrated in Section 1.3.1, the data owner inserts in the primary and in the secondary
index the same tuples that she would have inserted at initialization time for r.
The ability of user ui to retrieve and decrypt r is also not affected by grant and revoke operations.
When user ui is granted access to r, the data owner inserts a new tuple s in the secondary index
having s[I]=ιi(r[I]) and s[Resource]=E(ki,ι(r[I])), thus enabling the user to retrieve ι(r[I]). Since
the data owner also re-encrypts the content of tuple p in the primary index having p[I]=ι(r[I]) with
the key of the new acl(r), which also includes ui, user ui can decrypt p[Resource] and access r.
Let us now consider the case where another user u j, j 6= i, is granted access to a resource r that ui

can access. This grant operation does not affect the ability of ui to retrieve and decrypt r. Indeed,
no tuple is removed from the primary and secondary index, and ui can derive the key used to
re-encrypt r since ui∈acl(r). Similarly, if u j, j 6= i, is revoked access to a resource r that ui can
access, the ability of ui to access r is not affected. In fact, tuple s with s[I]=ιi(r[I]) is not modified
or removed from the secondary index. Also, the key used to re-encrypt r can still be derived by ui,
since ui∈acl(r) also after the revoke operation.
Consider now a user ui s.t. acl(r)={ui1 , . . . ,uin} and ui 6∈{ui1 , . . . ,uin}. We need to show that ui

can access neither the plaintext content of r[Resources], nor index value r[I]. It is immediately
clear that ui cannot access the plaintext content of r[Resources] since it is encrypted with a key
kX (Definition 1.4.3 in D3.3) that ui does not know. In fact, by Definition 1.4.3 in D3.3, since ui

does not belong to acl(r), she does not know the corresponding encryption key. User ui cannot
compute or guess index value r[I] because r[I] is never represented in internal or leaf nodes of the
primary and secondary indexes; it is instead represented via its encoded value (i.e., ι(r[I]) in the
primary index and ι j(r[I]), ∀u j∈acl(r), in the secondary index). Since the encoding function is,
by Definition 1.4.1 in D3.3, non-invertible, ui cannot exploit her knowledge of encoded values to
retrieve the corresponding original index values. Also, the traversal of the primary (and secondary)
index does not reveal ui anything about the original index values. In fact, by Definition 1.4.1 in
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D3.3, the encoding function does not preserve the order relationship among values. Hence, similar
encoded values (e.g., represented in the same leaf) may not correspond to similar original values
(and vice versa).
Let us now analyze the case where user ui is revoked access to r. After the revoke operation, ui

can access neither the plaintext content of r, nor index value r[I] anymore. Since the resource is
re-encrypted with a key kX that ui does not know, she cannot access the plaintext content of the
resource. In fact, after the revoke operation, ui does not belong to acl(r) anymore. Furthermore, she
cannot identify the new encoded value ι(r[I],salt) of the resource, since tuple s with s[I]=ιi(r[I])
has been removed from the secondary index and salt is a random nonce.

Also the alternative approach for token management previously discussed guarantees the correct
enforcement of the access control policy, as stated by the following theorem.

Theorem 1.3.2 Let R(I,Resource) be a relation, U be a set of users, acl(r)⊆U be the acl of
r, ∀r∈R. The encryption policy keys, the primary index P(I,Resource) for R over I, and the
secondary index S (I,Resource) for R and P correctly enforce acl(r), ∀r∈R, iff ∀ui ∈U, the
following conditions hold: i) ui can access resource r[Resource] iff ui∈acl(r); ii) ui can see an
index value v iff ∃r∈R s.t. r[I]=v and ui∈acl(r).
The insertion, removal, and update of the tuples and the grant and revoke of authorizations preserve
the correctness of policy enforcement.

PROOF. Let us first consider the initial configuration outsourced by the data owner. The main
difference with respect to the base scenario discussed above centers around key management.
Indeed, each resource r j is encrypted with a different key k j. In the primary index, the tuple
p j storing r j also includes a token ti, j for each user ui. Such a token either enables ui to derive
k j, if ui∈acl(r j), or it is a fake token, which does not enable any key derivation. Hence, user ui

s.t. ui∈acl(r j) can retrieve and decrypt r j, while user ui 6∈acl(r j) can access neither the plaintext
content r j[Resources], nor the index value r j[I] of the resource.
It is necessary to prove that the insertion and removal of tuples and authorizations does not
affect the correctness of policy enforcement. The insertion of a new resource r maintains the
correct enforcement of the access control policy because it implies the insertion in the primary
and secondary index, of the same tuples that would have been inserted for r at initialization time.
Similarly, the removal of a resource r does not affect the enforcement of the access control policy.
In fact, it implies the substitution of the encrypted representation of r in the primary index with a
random string of the same length, and of each token with a fake one.
When user ui is granted access to r j, the data owner inserts a new tuple s in the secondary index
having s[I]=ιi(r[I]) and s[Resource]=E(ki,ι(r j[I])), thus enabling the user to retrieve ι(r j[I]).
Since the data owner also modifies the token ti, j in the primary index to enable user ui to compute
the encryption key k j used to protect p j[Resource], grant operations do not affect the correct
enforcement of the access control policy.
When user ui is revoked access to r j, the data owner modifies the tuple p j in the primary index
storing it, substituting ti, j with a fake token. The data owner also re-encrypts r j with a new key knew

and updates the tokens tk, j of non-revoked users uk, enabling them to derive knew. Therefore, any
user u∈acl(r j) can still access r j in plaintext. On the contrary, the token tz, j for a non-authorized
user uz (including ui) is fake. Then, non-authorized users cannot decrypt p j[Resource].
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Access confidentiality

We now discuss the confidentiality guarantees provided by the proposed approach. To analyze
access and pattern confidentiality, we consider two possible observers: the storing server and a user
of the system. Indeed, the storing server is the party with the highest potential for observations
among the parties that are not authorized to access the content of resources, since all accesses are
executed by it. Authorized users have instead plaintext visibility over a subset of the resources.

Server. We first consider the storing server as our observer and analyze the protection offered by
our proposal for the novel aspects introduced with respect to the shuffle index proposal in [DFP+15].
In our analysis, we assume that the server knows: the number of blocks (nodes) in the primary and
secondary index; the height of the two tree structures; the identifier of each block and its level in
the tree; and the identifier of read and written blocks for each access operation. (This knowledge
can be acquired by observing a sufficiently long sequence of accesses to the indexes.) Despite
the ability of the server to observe all the accesses by the users and its knowledge of the shuffle
index, it cannot identify the resource target of an access (access confidentiality) and it cannot infer
whether two searcher aim at the same or at a different resource (patter confidentiality).

Similar to the original proposal, we focus the analysis on the leaves of the shuffle index. In fact,
nodes at a higher level are subject to a greater number of accesses, due to the multiple paths that
pass through them, and are then involved in a larger number of shuffling operations, which increase
their protection. A search or an insert operation on the primary and secondary index operates as in
the original proposal. Hence, it enjoys the protection guarantees given by the combined adoption
of covers, repeated searches, and shuffling. In the considered scenario, however, we operate with
two indexes and each search for a value entails an access to the secondary index followed by an
access to the primary index. The targets of the two accesses are related as they are the encoding
of the same original index value. However, both indexes protect the target of accesses (as well as
patterns thereof) and the covers and repeated searches adopted for the two indexes are different.
This practice prevents the server from identifying any correspondence between the values in the
leaves of the two indexes.

User. We now consider a user as our observer, who has knowledge of: the plaintext content of a
subset of the resources, the encryption key used by the data owner for shuffling (and hence has
potential visibility of the encrypted content of all the blocks at the server), and the information
necessary for executing a search over the primary and secondary indexes (i.e., her encoding function,
the identifier of the blocks visited by the most recent access). However, an authorized user cannot
identify the target of searches performed by other users and she cannot infer the changes in the
access control policy over resources that she cannot access.

To infer the target of a search operation executed by a different user, the attacker could exploit
her knowledge on the identifiers of the blocks visited by a previous access. However, for repeated
accesses, we keep track of the identifiers of the blocks visited along the path to the target, to
covers, and of repeated accesses. Furthermore, each leaf node stores multiple encoded values,
which correspond to index values that are not close to each other since the encoding function is not
order-preserving. Hence, the attacker cannot gain any information about the target of the last access.
To reconstruct the content of the outsourced relation, and hence identify the target of accesses
performed by other users, the attacker could also exploit her knowledge of the encryption key used
by the data owner to wrap blocks. In fact, by downloading all the accessed blocks for each access,
she could nullify their shuffling. However, this would require the user to download the whole
(primary and secondary) index after each access, which seems impracticable.
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Since the removal of a resource (or of a privilege) does not cause the deletion of the correspond-
ing tuple in the primary and secondary indexes, but these tuples are re-encrypted with a new key,
only users authorized for the resource can detect the change. However, a user cannot distinguish
between the removal of a resource that she is authorized to access and the revocation of her privilege
over the same resource. Similarly, thanks to the adoption of probabilistic splits, the insertion of a
new resource or the grant of a privilege for a resource can be detected only by users authorized for
the resource. Also in this case a user cannot distinguish between the insertion of a new resource for
which she is authorized and the grant of her privilege for the same resource. We note however that
a user ui who can access a resource r that is subject to a grant or a revoke operation for a different
user u j can detect such a policy change, even if she cannot identify u j. Indeed, r is re-encrypted to
enforce the grant or the revoke operation. We note that a user can identify these changes in the set
of outsourced resources and in the access control policy only if she keeps a copy of the resources
that she is authorized to access and compares her copy with the one stored at the server.

Performance and economic evaluation

To analyze the overhead caused by the adoption of our approach, we evaluated the performance
and economic costs of the adoption of our protection techniques.

Performance evaluation. The performance of the system is measured as the average response time
experienced by an authorized client when submitting an access request. To assess the performance
of our access algorithm, we configured the primary index and the secondary index as 3-layer
unchained B+-trees with fan-out 512, both of them built on a numerical candidate key. We did
not vary the fan-out of our indexes since system configurations providing a primary index and a
secondary index with fixed heights and different fan-outs exhibit similar average response times for
the client request. Also, varying the number of authorized users and the size of the access control
lists do not significantly influence the performance of the system, as long as the fan-out of the
secondary index is chosen to be reasonably large. We set the size of the internal and leaf blocks
(nodes) to 8 KiB and 16 KiB, respectively, for both the primary and the secondary index and we
fixed num_cover to 1 (i.e., two additional searches are executed for each access request, one is the
cover and one is a repeated search [DFP+15]). The hardware used in the experiments included
a client machine with an Intel Core i5–2520M CPU at 2.5 GHz, L3–3 MiB, 8 GiB RAM DDR3
1066, running an Arch Linux OS. The server machine runs an Intel Core i7–920 CPU at 2.6 GHz,
L3–8 MiB, 12 GiB, RAM DDR3 1066, 120 GB SSD disk running an Ubuntu OS. The network
environment was configured through the NetEm suite for Linux operating systems to emulate a
typical WAN interactive traffic with a round-trip time modeled as a normal distribution with mean
of 100 ms and standard deviation of 2.5 ms. Our experiments show that the latency of the network
is the factor with the greatest impact in a large-bandwidth LAN/WAN scenario. This result confirms
the performance analysis in [DFP+15], where we also showed the cost of CPU and disk. The
performance figures obtained for accessing the secondary and the primary indexes looking for a
value exhibit an average value equal to 750 ms, which compares favorably with the response time
of 630 ms experienced by the client when accessing two plain encrypted indexes (i.e., without
shuffling). These results are coherent with the fact that, at coarse-level, our approach is based on
two consecutive accesses to two shuffle indexes (i.e., the overall response time of our solution is
comparable to the response time experienced by two accesses to two shuffle indexes [DFP+15]
with the same height and size of the blocks). We can then conclude that the support for access
control does not add significant overhead and does not affect the performance of the shuffle index.

ESCUDO-CLOUD Deliverable D3.5



Section 1.3: Access Control for the Shuffle Index 23

To analyze the performance of our primary and secondary index structures also in case the data
collection and/or users privileges change, we implemented the approach proposed in [DFP+15] to
make the insertion and removal of tuples in a shuffle index indistinguishable from read accesses.
The performance overhead caused by the support of insertion and removal operations is ≈2.7
ms·(num_cover+1)=5.4 ms on average for each (read, insert, delete) access operation.

Economic evaluation. The price lists of most CSPs comprise three cost components1:

1. Coststorage, monthly cost of the stored data (2.3 USD/TB per month, for less than 50 TB,
2.2 USD/TB per month, for between 50 TB and 500 TB, and 2.1 USD/TB per month, for
more than 500 TB);

2. Costaccess, cost of the access requests (CostPUT=5 USD per million PUT requests, and
CostGET=0.4 USD per million GET requests);

3. Costout, cost of the data transferred out of the server (CostperTib=90 USD/TB, for trans-
ferring up to 10 TB; CostperTib=85 USD/TB for transferring between 11 TB and 50 TB;
CostperTib=70 USD/TB, for transferring between 50 TB and 150 TB; CostperTib=50 USD/TB,
for transferring between 150 TB and 500 TB).

Sending data to the server or deleting data is free of charge.
The total monthly cost Costtotal for outsourcing the management of a set of resources using

our shuffle index is computed as Costtotal =Coststorage+Costaccess+Costout. In particular, the
storage cost (Coststorage) and the access cost (Costout) will split up in several tiers depending on
the amount of storage used during a month and the total number of accesses to the secondary and
the primary indexes (as this entails the amount of bandwidth used for every network data transfers
out of the CSP). We now present an example to better detail how these three cost components are
computed.

Consider a dataset organized in a secondary and a primary index, both with height height=3,
fan-out F=512, and num_cover=1. Assume that the set U of users includes 50 subjects and
that access control lists include (on average) 0.3·|U | users each. We assume internal nodes
to be stored in blocks of 8 KiB, leaf nodes of the secondary index to be stored in blocks of
16 KiB, and leaf nodes of the primary index to be stored in blocks of size varying in the set
{16KiB,32KiB,64KiB,128KiB,256KiB,512KiB,1MiB} (to better accommodate resources).
The size of the primary index will therefore depend on the size of its leaf blocks and will vary in
the set {2TiB,4TiB,8TiB,16TiB,32TiB,64TiB,128TiB}. The size of the secondary index will
depend on the number and cardinality of the access control lists and, in our running example, will
amount to approximately 30TiB.

The monthly cost Coststorage for the usage of Cloud storage crosses more than one tier.
Figure 1.6 shows that such a cost varies from 73.6USD to 352.6USD, depending on the size of the
primary index leaf blocks and the fixed size of the secondary index.

The cost Costaccess of the accesses takes into account the number and type of operations
requested to the CSP and is computed as the product of the number η of accesses by the cost Ca

of a single access , that is, Costaccess=η ·Ca, where Ca = 2 ·height · (num_cover+2) · (CostGET+
CostPUT) USD per millions of accesses. Indeed, for each search operation on the secondary
and primary index, we access 2·height·(num_cover+2) blocks because we visit the target path,
num_cover cover paths, and one repeated access. Each path includes height nodes, both in the

1Referenced Amazon S3 prices, February 2017
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Primary index leaf block size (KiB)
Cost (USD) 16 32 64 128 256 512 1024

Coststorage 73.60 78.20 87.40 105.80 141.40 211.80 352.60
Costaccess 97.20 97.20 97.20 97.20 97.20 97.20 97.20

Costout 16.09 20.11 28.16 44.25 76.44 140.80 269.50
Costtotal 186.89 195.51 212.76 247.25 315.04 449.81 719.36

Figure 1.6: Costs (USD) of data storage, access, and transfer per month, depending on the size of
the primary index leaf blocks and of the fixed size of the secondary index (30TiB)
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Figure 1.7: Total monthly cost (USD) varying the size of the primary index leaf blocks

primary and in the secondary index. Each block is first downloaded and then uploaded after shuffling,
hence we pay a GET and a PUT request for each accessed block. In our example, Caccess=97.2
USD per millions of accesses.

The cost Costout of bandwidth usage is computed as the product of the number η of ac-
cesses by the cost Cb of transferring out of the CSP the volume of data implied by each access,
that is, Costout=η ·Cb, where Cb= (num_cover + 2)·( (2· height − 2) · InternalBlockSize +

PrimLeafSize+SecLeafSize) · CostperTiB) · 106 USD per million of accesses. In fact, Cb

depends on the number and size of downloaded/uploaded blocks and can cross one or more tiers
(CostperTiB), depending on the actual number of access requests. In our example, assuming the
highest cost value (i.e., CostperTiB=90 USD), the size of the primary index leaf block will mostly
influence the amount of Costout. Figure 1.6 shows that Costout varies from 16.09 USD to 269.56
USD, per millions of accesses.

Figure 1.6 illustrates the total monthly cost Costtotal of our example, which varies from 186.89
USD to 719.36 USD. The total monthly cost as well as its components are graphically illustrated in
Figure 1.7. It is interesting to note that Costaccess (which is constant as it does not depend on the
size of blocks, but only on the height of the shuffle index) dominates Costout when the size of the
leaf blocks of the primary index is less than 512 KiB, while the storage cost Coststorage remains
the main contributor to the aggregate cost when the leaf blocks of the primary index has size up to
1 MiB.
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The additional cost of a solution featuring the access control mechanism described in this
paper compared with the adoption of one shuffle index with no access control restrictions, quickly
decreases as the ratio between the size of leaf blocks on the primary index and the size of any other
block increases. Considering the configuration illustrated above, the overhead of our solution ranges
from 70%, when internal blocks have size 8 KiB and leaf blocks on the primary and secondary
index have size 16 KB, down to 11%, when leaf blocks on the primary index have size 1 MiB.

As a concluding remark, we note that our approach for updating the access control policy and
for inserting/removing data into/from the primary and secondary index never releases any physical
storage on the CSP. This implies that the overall cost of our approach may include a cost of ∼2
USD (from 2.1 to 2.3 USD) per month for storing each TiB of data that is no more needed by the
data owner. This additional cost highly depends on the kind of data stored at the storing server since
it influences the size of the leaf blocks of the primary index. We note however that the impact of
this additional cost of storage on the total monthly cost quickly decreases as the size of the primary
index or the number of accesses increases. Indeed, it represents from 1.07%, in case of leaf blocks
of 16 KiB, to 0.28%, in case of leaf blocks of 1024 KiB, of the total cost.

1.4 Search over encrypted data

In D3.3 we presented ENKI, a system that securely processes relational operations over encrypted,
access restricted relations. Its approach is to encrypt data with different access rights with different
keys and to introduce techniques to handle query processing over data encrypted with multiple
encryption keys.

The support of query processing over access controlled encrypted data presents two major
challenges: The first challenge is the mapping of any complex access control structure required
in a multi-user scenario to an encryption enforced access control model which still allows query
execution. The second challenge is to efficiently execute a range of queries while minimizing the
revealed information and the amount of computations on the client. We tackle these challenges
using two ideas: First, we introduce a new model for encryption-based access control which defines
access control restrictions on the level of attribute values and applies encryption as a relational
operation to enforce the access restrictions on a relational algebra. Second, we present different
techniques to support the execution of relational operations in multi-user mode. These include
a rewriting strategy to adapt relational operations over data encrypted with different keys, a new
privacy-preserving method for join, set difference, and count distinct in multi-user mode, and a
post-processing step on the client saving computational effort on the client while preserving the
confidentiality of the data. Our results are subsumed in a multi-user algorithm.

Previous work only focused on the access control mechanism [DFJ+07] or the key management
[AFB05, DDF+05]. Thus, our improvements over the state-of-the-art are: First, our formulated
system builds on previous work in encrypted query processing for a single user as described in
[HIML02, DDJ+03, AES03, CDF+09, PRZB11b], but is the first system that efficiently supports
queries over data encrypted with different keys. Existing approaches only support query processing
with multiple keys for searchable encryption which allows to check if an encrypted value matches a
token [YBDD09, PZ13, ARCI13] or if there is no shared data [PRZB11b].
Second, we overcome the limitations of current approaches for multiple users offer either limited
functionality [YBDD09, PRZB11b, PZ13, ARCI13] or expose confidential information to the
database server [Ora10].
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Figure 1.8: Scenario for Oblivious Order-Preserving Encryption

1.5 Oblivious Order Preserving Encryption

OOPE is a cryptographic protocol that uses secure multiparty computation technique to compute
order-preserving encryption. The work on OOPE was initially featured in W3.2 and since then made
several advancements that we will illustrate in this section. First, we will illustrate the problem
motivation, and provide overviews of order-preserving encryption and the relevant cryptographic
background. We will close this section with a discussion on implementation and evaluation details.

1.5.1 Problem Statement

Order-preserving encryption (OPE) allows for the encryption of data, while still enabling efficient
range queries on the encrypted data. Moreover it does not require any change to the database
management system, because comparison operates on ciphertexts. This makes OPE schemes very
suitable for data outsourcing in Cloud computing scenarios, since it can be retrofitted to existing
applications.

However, all OPE schemes are symmetric limiting the use case to one client and one server.
This is due to the fact that a public-key encryption would allow a binary search on the ciphertext.
Imagine a scenario where a Data Owner (DO) encrypts its data with an OPE, stores the encrypted
data in a Cloud database held by a CSP, and retains the encryption key. Later, a Data Analyst (DA)
wants to perform some analysis on the encrypted data. To this end, it holds a private machine
learning model involving comparisons. For instance, we assume the model to be a decision tree
as pictured in Figure 1.8, where the xi are the thresholds and (X1,X2,X3) is the input vector (that
maps to corresponding columns in the DO’s database) to be classified. In order to use the model for
classification the DA transforms the decision tree into range queries, e.g., for class c1 we have the
query (X1 < x1)∧ (X2 < x2). More precisely the DA wants to execute queries such as equations 1.1
and 1.2, where we assume X0 to be public.

SELECT COUNT(∗) WHERE X1 < x1 AND X2 < x2 (1.1)

SELECT X0 WHERE X1 < x1 AND X2 < x2 (1.2)
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However, as the database is encrypted (i.e. columns X1, X2 and X3 are OPE encrypted) the DA
needs ciphertexts of the thresholds xi. For simplicity we assume that there is no update during the
analysis, i.e., the DO does not insert new values in the database.

OPE is symmetric, therefore only the DO can encrypt and decrypt the data stored on the Cloud
server. If the DA needs to obtain a ciphertext for a query, it can just send the plaintext threshold
to the DO. However, if the model contains intellectual property which the DA wants to remain
protected, then this free sharing of information is no longer possible.

This distinction between DO and DA occurs in many cases of collaborative data analysis, data
mining and machine learning. In such scenarios, multiple parties need to jointly conduct data
analysis tasks based on their private inputs. As concrete examples from the literature consider, e.g.,
supply chain management, collaborative forecasting, benchmarking, criminal investigation, smart
metering, etc.) [DA01, AEDS03, ABL+04, Ker12]. Although in these scenarios plaintext infor-
mation sharing would be a viable alternative, participants are reluctant to share their information
with others. This reluctance is quite rational and commonly observed in practice. It is due to the
fact that the implications of the information are unknown or hard to assess. For example, sharing
the information could weaken their negotiation position, impact customers’ market information by
revealing corporate performance and strategies or impact reputation [AEDS03, ABL+04, CK08].

The goal is therefore to allow the data analysis to be performed efficiently without revealing
any sensitive information in the query and without revealing the key to the OPE. We overcome the
limitation of private range querying on order-preserving encrypted data by allowing the equivalent
of a public-key encryption. The idea is to replace public-key encryption with a secure, interac-
tive protocol. Non-interactive binary search on the ciphertext is no longer feasible, since every
encryption requires the participation of the DO who can rate limit the DA.

Since neither the DA wants to reveal his query value nor the DO his encryption state (key), this
is clearly an instance of a secure computation where two or more parties compute on their secret
inputs without revealing anything but the result. In an ideal world the DA and DO would perform a
two-party secure computation for the encryption of the query value and then the DA would send the
encrypted value as part of an SQL query to the CSP. However, this two-party secure computation is
linear in the encryption state (key) and hence the size of the database. The key insight is that we
can construct an encryption with logarithmic complexity in the size of the database by involving
the CSP - which is already hosting the encrypted data - in a three-party secure computation without
sacrificing any security, since the CSP will learn the encrypted query value in any case. One may
conjecture that in this construction the encryption key of the DO may be outsourced to secure
hardware in the CSP simplifying the protocol to two parties, but that would prevent the DO from
rate limiting the encryption and the binary search attack would be a threat again, even if the protocol
were otherwise secure.

OPE can be classified into stateless schemes (see Section 1.5.2) and stateful schemes (see
Section 1.5.3). Our work is concerned with stateful schemes and hence we introduce some of their
algorithms below. However, we review stateless schemes and their security definitions first in order
to distinguish them from stateful schemes.

1.5.2 Stateless Order-preserving Encryption

OPE ensures that the order relation of the ciphertexts is the same as the order of the corresponding
plaintexts. This enables efficient searching on the ciphertexts using binary search or performing
range queries without decrypting the ciphertexts. The concept of OPE was introduced in the database
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community by Agrawal et al. [AKSX04]. The cryptographic study of Agrawal et al.’s scheme was
first initiated by [BCLO09], which proposed an ideal security definition IND-OCPA2 for OPE.
The authors proved that under certain implicit assumptions IND-OCPA is infeasible to achieve.
Their proposed scheme was first implemented in the CryptDB tool of Popa et al. [PRZB11b] and
attacked by Naveed et al. [NKW15]. In [BCO11] Boldyreva et al. further improved the security
and introduced modular OPE (MOPE). MOPE adds a secret modular offset to each plaintext value
before it is encrypted. It improves the security of OPE, as it does not leak any information about
plaintext location, but still does not provide ideal IND-OCPA security. Moreover Mavroforakis et
al. showed that executing range queries via MOPE in a naive way allows the adversary to learn
the secret offset and so negating any potential security gains. They address this vulnerability by
introducing query execution algorithms for MOPE [MCO+15]. However, this algorithm assumes
a uniform distribution of data and has already been attacked in [DDC16]. In a different strand of
work Teranishi et al. improve the security of stateless OPE by randomly introducing larger gaps in
the ciphertexts [TYM14]. However, they also fail to provide ideal security.

1.5.3 Stateful Order-preserving Encryption

Popa et al. were the first to observe that one can avoid the infeasibility of IND-OCPA [BCLO09]
by giving up certain restrictions of OPE. As result of their observations they introduced mutable
OPE [PLZ13]. Their first observation was that most OPE applications only require a less restrictive
interface than that of encryption schemes. Their encryption scheme is therefore implemented as
an interactive protocol running between a client that also owns the data to be encrypted and an
honest-but-curious server that stores the data. Moreover, it is acceptable that a small number of
ciphertexts of already-encrypted values change over time as new plaintexts are encrypted. With this
relaxed definition their scheme was the first OPE scheme to achieve ideal security.

Popa et al.’s scheme (mOPE1) [PLZ13]. The basic idea of Popa et al.’s scheme is to have the
encoded values organized at the server in a binary search tree (OPE-tree). Specifically the server
stores the state of the encryption scheme in a table (OPE-table). The state contains ciphertexts
consisting of a deterministic AES ciphertext and the order (OPE Encoding) of the corresponding
plaintext. To encrypt a new value x the server reconstructs the OPE-tree from the OPE-table and
traverses it. In each step of the traversal the client receives the current node v of the search tree,
decrypts and compares it with x. If x is smaller (resp. larger) then the client recursively proceeds
with the left (resp. right) child node of v. An edge to the left (resp. to the right) is encoded as 0
(resp. 1). The OPE encoding of x is then the path from the root of the tree to x padded with 10 · · ·0
to the same length l. To ensure that the length of OPE encodings do not exceed the defined length l,
the server must occasionally perform balancing operations. This updates some order in the OPE
table (i.e. the OPE encodings of some already encrypted values mutate to another encoding).

Kerschbaum and Schröpfer’s scheme (mOPE2) [KS14]. The insertion cost of Popa et al’s
scheme is high, because the tree traversal must be interactive between the client and the server.
To tackle this problem Kerschbaum and Schröpfer proposed in [KS14] another ideal secure, but
significantly more efficient, OPE scheme. Both schemes use binary search and are mutable, but
the main difference is that in the scheme of [KS14] the state is not stored on the server but on the
client. Moreover the client chooses a range {0 · · ·M} for the order. For each plaintext x and the
corresponding OPE encoding y ∈ {0 · · ·M} the client maintains a pair 〈x,y〉 in the state. To insert a

2IND-OCPA means indistinguishability under ordered chosen plaintext attacks and requires that OPE schemes must
reveal no additional information about the plaintext values besides their order
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new plaintext the client finds two pairs 〈xi,yi〉, 〈xi+1,yi+1〉 in the state such that xi ≤ x < xi+1 and
computes the OPE encoding as follows:

• if xi = x then the OPE encoding of x is y = yi

• else

– if yi+1− yi = 1 then

∗ update the state (Algorithm 2 in [KS14])3.

– the OPE encoding of x is y = yi + d yi+1−yi
2 e.

The encryption algorithm is keyless and the only secret information is the state which grows with
the number of encryptions of distinct plaintexts. The client uses a dictionary to keep the state small
and hence does not need to store a copy of the data.

Kerschbaum’s scheme (mOPE3) [Ker15]. Deterministic OPE schemes [AKSX04, BCLO09,
PLZ13, KS14, TYM14] are vulnerable to many attacks like: frequency analysis, sorting attack,
cumulative attack [NKW15, GSB+16]. To increase the security of OPE Kerschbaum first introduced
in [Ker15] a new security definition called indistinguishability under frequency-analyzing ordered
chosen plaintext attack (IND-FAOCPA) that is stronger than IND-OCPA. Second he proposed a
novel OPE scheme mOPE3 that is secure under this new security definition. The basic idea of this
scheme is to randomize ciphertexts such that no frequency information from repeated ciphertexts
leaks. It borrows the ideas of [KS14] with a modification that re-encrypts the same plaintext with
a different ciphertext. First the state of the client and server remain the same as in mOPE2. The
order also ranges from 0 to M as in mOPE2. The algorithm traverses the OPE-tree by going to the
left or to the right depending on the comparison between the new plaintext and nodes of the tree.
However, if the value being encrypted is equal to some value in the tree then the algorithm traverses
the tree depending on the outcome of a random coin (i.e. the algorithm randomly chooses between
left and right). Finally, if there is no more nodes to traverse, the algorithm rebalances the tree if
necessary and then computes the ciphertext similarly to y = yi + d yi+1−yi

2 e.
In subsequent independent analysis [GSB+16] this encryption scheme has been shown to be

significantly more secure against attacks on OPE (albeit not perfectly secure).

1.5.4 Cryptographic Background

OOPE is a mix-technique secure multiparty computation protocol. We therefore review some
relevant building blocks in this section.

Secure Multiparty Computation

Secure multiparty computation (SMC) is a cryptographic technique that allows several parties
to compute a function on their private inputs without revealing any information other than the
function’s output. A classical example in the literature is the so called Yao’s millionaire’s problem
introduced in [Yao82]. Two millionaires are interested in knowing which of them is richer without
revealing their actual wealth. Formally we have a set of n parties P1, · · · ,Pn, each with its own
private input x1, · · · ,xn and they want to compute the function y = f (x1, · · · ,xn)

4 without disclosing
their private inputs.

3This potentially updates all OPE encoding y produced so far [KS14].
4The output of each party can also be private, in this case y = (y1, · · · ,yn).

ESCUDO-CLOUD Deliverable D3.5



30 Selective sharing

Security of SMC protocols is often defined by comparison to an ideal model. In that model,
parties privately send their input to a trusted third party (TTP). Then the TTP computes the outcome
of the function on their behalf, sends the corresponding result to each party and forgets about the
private inputs. In the real model, parties emulate the ideal model by executing a cryptographic
protocol to perform the computation. At the end, only the result should be revealed and nothing else.
A SMC protocol is then said to be secure if the adversary can learn only the result of the computation
and data that can be deduced from this result and known inputs [Gol04, CDN15, Fri10].

An important issue to consider when defining the security of SMC is the adversary’s power.
There exists many security models, but the semi-honest and the malicious adversary model are the
most popular [Gol04, CDN15]. In the semi-honest (a.k.a honest-but-curious) model parties behave
passively and follow the protocol specification. However, the adversary can obtain the internal state
of corrupted parties and uses this to learn more information. In contrast, a malicious adversary is
active and instructs corrupted parties to deviate from the protocol specification.

Yao’s Garbled Circuit

Yao’s initial protocol for secure two-party computation uses a technique called garbled circuits
(GC). In GC protocols, a party called Generator garbles the Boolean circuit of the function
to be computed and sends it with the keys corresponding to its input to a second party called
Evaluator. Then both parties engage in an Oblivious Transfer (OT) protocol, that allows the
Evaluator to learn the keys corresponding to its input without revealing any information on the
actual input to the Generator. Finally the Evaluator evaluates the garbled circuit and outputs
the result. For a detailed, technical description of circuit garbling and its implementation see
[Yao82, LP09a, PSSW09, LP09b, EFLL12].

Homomorphic Encryption

A homomorphic encryption scheme is an encryption scheme that allows computations on cipher-
texts by generating an encrypted result whose decryption matches the result of operations on the
corresponding plaintexts. With fully homomorphic encryption schemes [Gen09] one can compute
any efficiently computable function on ciphertexts. However, with the current state of the art,
the computational overhead is still too high for practical applications. More Efficient alternatives
are additive homomorphic encryption schemes, e.g.: Paillier [Pai99, DJ01]. They allow specific
arithmetic operations on plaintexts, by applying an efficient operation on the ciphertexts. Let E(x)
denote the probabilistic encryption of a plaintext x. Then the following addition property holds
E(x)E(y) = E(x+ y), i.e., by multiplying two ciphertexts one obtains a ciphertext of the sum. In
our protocol we will use the public-key encryption scheme of Paillier [Pai99].

1.5.5 Overview of the protocol

In theory generic SMC allows to compute any efficiently computable function. However, any
generic SMC is at least linear in the input size, which in this case is the number of encrypted values
in the database. The idea of our solution is to exploit the inherent, i.e. implied by input and output,
leakage of Popa et. al.’s OPE scheme making our oblivious OPE sublinear in the database size.
Furthermore, we exploit the advantage of (homomorphic) encryption allowing a unique, persistent
OPE state stored at the CSP while being able to generate secure inputs for the SMC protocol and
the advantage of garbled circuits allowing efficient, yet provably secure comparison. Our oblivious
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OPE is therefore a mixed-technique, secure multi-party computation protocol between the DO, the
DA and the CSP in the semi-honest model.

In detail, our protocol proceeds as follows: The DO outsources its OPE state to the CSP.
As already described, the state consists of an OPE-table of ciphertext, order pairs. However, in
oblivious OPE the ciphertext is created using an additively homomorphic public-key encryption
scheme instead of standard symmetric encryption. When the DA traverses the state in order to
encrypt a query plaintext, the CSP creates secret shares5 using the homomorphic property. One
secret share is sent to the DA and one to the DO. The DA and DO then engage in a secure two-party
computation using Yao’s Garbled Circuits in order to compare the reconstruction of the secret
shares (done in the garbled circuit) to the query plaintext of the DA. The result of this comparison
is again secret shared between DA and DO, i.e., neither will know whether the query plaintext is
above or below the current node in the traversal. Both parties – DA and DO – send their secret
shares of the comparison result to the CSP which then can determine the next node in the traversal.
These steps continue until the query plaintext has been sorted into the OPE-table and the CSP has
an order-preserving encoding that can be sent to the DA. A significant complication arises from this
order-preserving encoding, since it must not reveal the result of the comparison protocols to the DA
(although it may be correlated to the results). In the next section we provide a detailed, step-by-step
description of the construction.

1.5.6 Description of the protocol

Let D= {x1, · · · ,xn} be the finite data set of the DO, and h = log2 n. Let [[x]] denote the ciphertext
of x under Paillier’s scheme with public key pk and corresponding private key sk that only the DO
knows. Let P= {0 · · ·2l−1} (e.g. l = 32) and O= {0 · · ·M} (M positive integer) be plaintext and
order6 range resp., i.e.: D⊆ P.

Initialization

We assume the DO’s dataset is fixed and does not change, i.e. the DO does not insert new values,
during the OOPE protocol. This is a realistic assumption since this could enable the DO to learn
values of the tree that come from the DA, if the insertion path of a new DO’s value contains DA’s
values. Let D= {x1 · · ·xn} be the unordered DO’s dataset and h = log2 n. The DO chooses a range
0 · · ·M such that log2 M > h, runs mOPE2 to generate the ordered set

〈
x j1 ,y j1

〉
≤ ·· · ≤

〈
x jn ,y jn

〉
.

Finally, using Paillier scheme it generates the OPE-table
〈
[[x j1 ]],y j1

〉
, · · · ,

〈
[[x jn ]],y jn

〉
and sends it

to the CSP.
For example, assume D= {10,20,25,32,69} is the data set, M = 28 and the insertion order

is 32,20,25,69,10. Then the ciphertexts after the initialization step are 〈[[32]],14〉, 〈[[20]],7〉,
〈[[25]],11〉, 〈[[69]],21〉, 〈[[10]],4〉. The OPE-tree, the OPE-table and the DO state are depicted in
Figure 1.9.

The Protocol Algorithm.

The protocol (Figure 1.10) is executed between three parties. First the CSP retrieves the root of the
tree and sets it as current node. Then the protocol loops h (= log2 n) times. In each iteration of the
loop the CSP increments the counter and the parties run an oblivious comparison protocol (Figure

5Secret shares are random values that add up to the plaintext.
6We will use order and OPE encoding interchangeably.
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Figure 1.9: Example initialization

1.11) whose result enables the CSP to traverse the tree (Algorithm TRAVERSE). If the inputs are
equal or the next node is empty then the traversal stops. However, the CSP uses the current node as
input to the next comparison until the counter reaches the value h. After the loop the result is either
the order of the current node in case of equality or it is computed by the CSP using Algorithm
ENCRYPT. In the last step, the DA computes [[x]] using DO’s public key pk and sends it to the CSP.
This is only necessary if the DA wants to encrypt several values, as the encryption depends on the
state. We assumed that there is no update from the DO during the analysis and that all DA’s values
are removed from the state thereafter. Alternatively, the DA could generate an unique identifier
(UID) for each element that is being inserted and send this UID instead. So if the corresponding
node is later involved in a comparison step, the result is computed by the DA alone.

Oblivious Comparison Protocol

The oblivious comparison (Figure 1.11) is a protocol between the three parties as well, with input
([[x]],x,sk) for the CSP, the DA and the DO respectively. First the CSP randomizes its input, with a
random integer r ∈ {0 · · ·2l+k}7, to [[x+ r]]← [[x]] · [[r]], by first computing [[r]] with DO’s public
key, such that the DO will not be able to identify the position in the tree, and it sends [[x+ r]] to the
DO and r to the DA. Then the DO with input (bo,b′o,x+ r) and the DA with input (ba,b′a,x+ r)
engage in a garbled circuit protocol for comparison as described in Section 1.5.7. For simplicity, the
garbled circuit is implemented in Figure 1.11 as ideal functionality. In reality the DO generates the
garbled circuit and the DA evaluates it. The DA and the DO receive (be⊕ba⊕bo,bg⊕b′a⊕b′o) as
output of this computation and resp. send (ba,b′a,be⊕bo,bg⊕b′o) and (bo,b′o,be⊕ba,bg⊕b′a) to
the CSP. Finally the CSP evaluates Equation 1.3 and outputs 〈be,bg〉. This will be used to traverse
the OPE-tree. {

be = be⊕bo⊕bo = be⊕ba⊕ba

bg = bg⊕b′o⊕b′o = bg⊕b′a⊕b′a
(1.3)

Tree Traversal Algorithm

The tree traversal (Algorithm TRAVERSE) runs only at the CSP. Depending on the output of the
oblivious comparison the CSP either goes to the left or to the the right. If the comparison step returns
equality there is no need to traverse the current node and the protocol returns the corresponding
ciphertext.

7Where k is the security parameter that determines the statistical leakage, e.g. k = 32 [DT08].
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Figure 1.10: Oblivious Order-Preserving Encryption Protocol
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Figure 1.11: Oblivious Comparison Protocol
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Encryption Algorithm

The encryption algorithm (Algorithm ENCRYPT) runs at the CSP as well and is called only if the
tree traversal (Algorithm TRAVERSE) has to stop. Then the compared values are strictly ordered
and depending on that the algorithm finds the closest element to the current node in the OPE-table.
This element is either the predecessor if DA’s input is smaller or the successor if DA’s input is larger.
Then if necessary, the CSP rebalances the tree before computing the ciphertext.

1.5.7 Protocol for Integer Comparison

Oblivious OPE protocol requires garbled circuit for comparison and equality test, hence we adapted
the garbled circuits of [KS08, KSS09] to our needs. Firstly, instead of implementing one garbled
circuit for comparison and another one for equality test, we combined both in the same circuit. This
allows to use the advantage that almost the entire cost of garbled circuit protocols can be shifted
into the setup phase. In Yao’s protocol the setup phase contains all expensive operations (i.e.,
computationally expensive OT and creation of GC, as well as the transfer of GC that dominates
the communication complexity) [KSS09]. Hence, by implementing both circuits in only one we
reduce the two costly setup phases to one as well. Secondly, in our oblivious OPE protocol,
integer comparison is an intermediate step, hence the output should not be revealed to the parties
participating in the protocol, since this will leak information. Thus the input of the circuit contains
a masking bit for each party that is used to mask the actual output. Only the party that receives the
masked output and both masking bits can therefore recover the actual output. Let GC=,> denote
this circuit.

Let P1, P2 be party one and two respectively and let x = xl−1 · · ·x0, x = xl−1 · · ·x0 be their
respective inputs in binary representation. Parties P1 and P2 choose masking bits bx, b′x, bx, b′x and
extend their input to (bx,b′x,xl−1 · · ·x0), (bx,b′x,xl−1 · · ·x0) respectively.

For equality test we use Equation8 1.4. The two first lines are from [KS08] and test from 0 to
l−1 if the bits are pairwise different (i.e their exclusive-or is 1). If not we use the result of the
previous bit test. Initially, this bit is set to 0.

ce,0 = 0

ce, j+1 = (x j⊕ x j)∨ ce, j if j = 0 · · · l−1

ce = ce,l⊕bx⊕bx

(1.4)

The actual output of the circuit ce,l is 1 if x and x are different and 0 otherwise (i.e. ce,l = [x 6= x]?1 :
0). Then we blind ce,l by applying exclusive-or operations with the masking bits bx and bx.

The comparison functionality is defined as (if x > x then 1 else 0) (i.e [x > x]?1 : 0). In [KSS09]
the circuit is based on the fact that [x > x]⇔ [x− x−1≥ 0] and is summarized in Equation9 1.5,
where again the two first are from [KSS09]. The second line represents the 1-bit comparator which
depends on the previous bit comparison. This is initially 0.

cg,0 = 0

cg, j+1 = (x j⊕ cg, j)∧ (x j⊕ cg, j)⊕ x j, j = 0 · · · l−1

cg = cg,l⊕b′x⊕b′x

(1.5)

8In symbols ce, j and ce, e stands for equality test and j is the bit index
9In symbols cg, j and cg, g stands for greater than and j is as above

ESCUDO-CLOUD Deliverable D3.5



36 Selective sharing

Again the actual output cg,l is blinded by applying exclusive-or operations with the masking bits b′x
and b′x.

1.5.8 Implementation and Evaluation

We have implemented our scheme using SCAPI (Secure Computation API)[EFLL12]. SCAPI
is an open-source Java library for implementing secure two-party and multiparty computation
protocols. It provides a reliable, efficient, and highly flexible cryptographic infrastructure. It also
provides many optimizations of garbled circuits construction such as OT extensions, free-XOR,
garbled row reduction [EFLL12]. Furthermore, there is a built-in communication layer that provides
communication services for any interactive cryptographic protocol. This layer is comprised of
two basic communication types: a two-party communication channel and a multiparty layer that
arranges communication between multiple parties.

Parameters

The first parameter that should be defined for the experiment is the security parameter (i.e. bit
length of the public key) of Paillier’s scheme (e.g. 2048 or 4096). Paillier’s scheme requires to
choose two large prime numbers P and Q of equal length and to compute a modulus N = PQ and
the private key λ = lcm(P−1,Q−1). Then select a random g ∈ Z∗N2 such that if e is the smallest
integer with ge = 1 mod N2, then N divides e. The public key is (g,N). To encrypt a plaintext m
select a random r ∈ Z∗N and compute Equation 1.6. To decrypt a ciphertext c compute Equation 1.7
with L(u) = u−1

N and µ = (L(gλ mod N2))−1 mod N.

c ← gmrN mod N2 (1.6)

m ← L(cλ mod N2) ·µ mod N (1.7)

The other parameters of the OOPE protocol are the length of the inputs (e.g. 32, 64, 128, 256
bits), the length of the order log2 M - with M the maximal order - (e.g. 32, 64, 128 bits), and the
size of the database (e.g. 103, 104, 105, 106 entries).

Optimization

To reduce the execution cost of our scheme we applied optimizations of Paillier’s scheme as
recommended in [Pai99]. We implemented our scheme with g = 1+N. This transforms the
modular exponentiation gm mod N2 to a multiplication, since (1+N)m mod N2 = 1+mN mod N2.
Moreover, we precomputed µ in Equation 1.7, used Chinese remaindering for decryption and
pre-generated randomness for encryption and homomorphic plaintext randomization (Figure 1.11).
As a result, encryption, decryption and homomorphic addition take respectively 52µs, 12ms and
67µs when the key length is 2048 bits.

Evaluation

To evaluate the performance of our scheme we answer the following questions:

• What time does the scheme take to encrypt an input of the DA?

• How does the network communication influence the protocol?
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Figure 1.12: Encryption Cost of OOPE

(a) Via Loopback (b) Via LAN

Figure 1.13: Cost of oblivious comparison

• What is the average generation time and the storage cost of the OPE-tree?

Experimental Setup. We chose 2048 bits as security parameter for Paillier’s scheme and ran
experiments via loopback address and via LAN using 3 machines with Intel(R) Xeon(R) CPU
E7-4880 v2 at 2.50GHz. For the LAN experiment, the first machine with 4 CPUs and 8 GB RAM
ran the CSP, the second machine with 4 CPUs and 4 GB RAM ran the DO and the last machine
with 2 CPUs and 2 GB RAM ran the DA. For the loopback experiment we used the first machine.
We generated the OPE-tree with random inputs, balanced it and encrypted the plaintexts with
Paillier encryption. For the DA, we generated 100 random inputs. Then we executed the OOPE
protocol 100 times and computed the average time spent in the overall protocol, in the oblivious
comparison, in Yao’s protocol, in Paillier’s decryption.

Encryption Cost. Figure 1.12 shows the average cost (y-axis) needed to encrypt a value with
the OOPE protocol for database sizes (x-axis) between 100 and 1,000,000. Overall, the cost for
OOPE goes up as the size of the database increases. This is because the depth of the tree increases
with its size. Hence, this implies a larger number of oblivious comparisons for larger trees. The
average encryption time of OOPE for a database with one million entries is about 0.3 s via loopback
(1.3 s via LAN). This cost corresponds to the cost of comparison multiplied by the number of
comparisons (e.g. 20 comparisons for 1000000 entries).
The inherent sub-protocol for oblivious comparison does not depend on the database size but on the
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(a) Average generation time (b) Storage cost for log2 N = 2048

Figure 1.14: OPE-tree costs

input length and the security parameter log2 N. Figure 1.13 shows that this cost is almost constant
for each database size. Via loopback (Figure 1.13a) the comparison costs about 14 ms which
is dominated by the time (about 12 ms to the DO) to decrypt [[x+ r]] in Protocol of Figure 1.11.
The remaining 2 ms are due to the garbled circuit execution, since the overhead due to network
communication is negligible. Figure 1.13b shows how the network communication affects the
protocol. Via LAN (Figure 1.13b) the comparison costs about 60 ms where the computation is still
dominated by the 12 ms for decryption. However, the network traffic causes an overhead of about
46 ms.

OPE-tree costs. The time to generate the OPE-tree also increases with the number of entries in
the database and it is dominated by the time needed to encrypt the input data with Paillier’s scheme.
However, the above optimizations (i.e. choice of g = 1+N and pregenerated randomness) enable
a fast generation of the OPE-tree. Figure 1.14a illustrates the generation time on the y-axis for
databases with size between 100 and 1,000,000 on the x-axis. For 1 million entries, the generation
costs on average only about 4.5 seconds.
The storage cost of the tree depends on log2 N, the bit length of the order and the database
size. Since Paillier ciphertexts are twice longer than log2 N, each OPE ciphertext 〈[[x]],y〉 needs
2 · log2 N + log2 M bits storage. This is illustrated in Figure 1.14b, with the x-axis representing the
database size. The scheme needs 492.1 MB to store 1 million OPE ciphertexts, when the security
parameter is 2048 and the order is 32-bit long.

1.6 Summary

Work in T3.1 focused on secure information sharing in the Cloud. For this, several solutions were
formulated. First, a line of work was performed on Selective Encryption. In D3.1, a solution that
supports updates to access privileges without requiring expensive re-encryption operations, thus
limiting the overhead for the data owner was formulated as well as a solution based on RFIDs
for the authentication of (authorized) partners within a supply chain. The shuffle index proposal
(originally illustrated in D2.1) provides users knowing the encryption key access to the entire
outsourced data collection. To address scenarios where users should be authorized for a different
view over the data, D3.3 presented an extension of the shuffle index for fine grained access control
enforcement. The proposed solution leverages selective encryption for access control enforcement
on the data stored in a shuffle index. Another line of work builds on search over encrypted data (i.e.,
encrypted query processing). In D3.3 we formulate ENKI, the first system that efficiently supports
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queries over data encrypted with different keys (i.e., between multiple users). We overcome the
limitations of current approaches for multiple users offer either limited functionality or expose
confidential information to the database server. It achieves modest overhead for the select queries
of the TPC-C benchmark. Lastly, to increase privacy in encrypted query processing, this document
introduces OOPE, a combination of property-preserving encryption and secure computation. Work
on OOPE and search over encrypted data have been successfully transferred into the Use Case 2
demonstrator in WP1.
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2. Secure multi-user interactions and sharing

Cloud services have turned remote computation into a commodity and enable convenient online
collaboration. However, they require that clients fully trust the service provider, in terms of
confidentiality, integrity, and availability. Task 3.2 of ESCUDO-CLOUD is targeted at reducing
this dependency, and we have developed protocols particularly to guarantee the integrity of the data
stored in an untrusted Cloud.

2.1 ESCUDO-CLOUD innovation

The results of Task 3.2 consist of two main contributions.

• The first main contribution is a protocol for verification of integrity and consistency for Cloud
object storage (VICOS), which enables a group of mutually trusting clients to detect data-
integrity and consistency violations for a Cloud object-storage service [BCK15, BCK17].
This protocol is aimed at services where multiple clients cooperate on data stored remotely
on a potentially misbehaving service. VICOS enforces the consistency notion of fork-lineari-
zability, supports wait-free client semantics for most operations, and reduces the computation
and communication overhead compared to previous protocols such as SUNDR [CSS07],
FAUST [CKS11], or Venus [SCC+10]. VICOS is based, in a generic way, on any authenti-
cated data type. Moreover, its operations cover the hierarchical name space of a Cloud object
store, supporting a real-world interface and not only a simplistic abstraction. VICOS has
been covered in W3.1 as well as D3.3.

• The second main contribution is the development of generic authenticated data types (ADTs)
and the provable-security analysis of a protocol for consistent multi-user access to a shared
data type. In contrast to VICOS, in which the client access to the Cloud server follows the
concept of a key-value store, generic ADTs allow for outsourcing arbitrary computation
on the shared data to the server, in a way that the client can verify the correctness of the
computation. Our generic instantiation of ADT can be seen as the stateful variant of the
hash&prove scheme of Fiore et al. [FFG+16]. The protocol that builds on this generic
ADT can be seen as a simplified variant of VICOS, but comes with a full provable-security
analysis. This recent work has not yet been covered in an ESCUDO-CLOUD deliverable,
but is accessible in the IACR eprint archive [CGPT17].

2.2 VICOS

VICOS is a system for verification of integrity and consistency of Cloud object storage, which
has been developed in two ESCUDO-CLOUD publications [BCK15, BCK17]. It enables a group
of mutually trusting clients to detect data-integrity and consistency violations when accessing
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Figure 2.1: Protocol messages in AIP.

Cloud storage. In particular, it is aimed at services where multiple clients cooperate on data stored
remotely on a potentially misbehaving service. VICOS enforces the consistency notion of fork-
linearizability, supports wait-free client semantics for most operations, and has low computation
and communication overhead. The VICOS system protects data stored on Cloud (object) storage
services, such as OpenStack Swift or Amazon S3. As VICOS has been covered in ESCUDO-
CLOUD documents W3.1 and D3.3, we only provide a short description here.

2.2.1 Concepts: The ADT integrity protocol (AIP)

VICOS builds on the ADT integrity protocol (AIP), a generic protocol to verify the integrity
and consistency for any authenticated data type (ADT) operated by a remote untrusted server.
AIP extends and improves upon the commutative-operation verification protocol (COP) and its
authenticated variant (ACOP) of [CO14] by reducing communication and improving parallelism.
Section 2.2.2 briefly describes the architecture of the VICOS system.

Protocol AIP adopts the structure of previous protocols for verifying the consistency of an
operation sequence executed by an untrusted server [MS02, CO14]. In the simplest form, each
client would obtain the complete history of operations from the server S, verify everything, append
its own operation, sign the history again, and send it to S. But because this is infeasible in practice,
the history is represented compactly by a hash chain or through a vector clock. Furthermore, since S
should not block one client Ci while another, potentially slow client C j executes and authenticates its
operation, S should respond to Ci right away. This means Ci can only verify the history speculatively
since C j has not yet verified and signed it. (The actual verification occurs asynchronously, and
the protocol ensures that the security guarantees remain the same.) For a detailed illustration of
such a simplified protocol, see the “bare-bones protocol” of [MS02] or the “lock-step protocol” of
[CSS07].

Every client in VICOS builds a hash chain over the history of all operations in its view. It
includes the hash chain output in signed messages, which makes it easy for other clients to detect
violations of consistency by the server. The processing of one operation in AIP is structured into an
active and a passive phase, as shown in Fig. 2.1. The active phase begins when the client invokes
an operation and ends when the client completes it and outputs a response; this takes one message
roundtrip between the client and the server. Different from past protocols, the client stays further
involved with processing authentication data for this operation during the passive phase, which is
decoupled from the execution of further operations.

More precisely, when client Ci invokes an operation o ∈O , it sends a signed INVOKE message
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carrying o to the server S. The server assigns a sequence number (t) to o and responds with
a REPLY message containing a list of pending operations, the response computed according to
functionality F , an authenticator, and auxiliary data needed by the client for verification. Operations
are pending (for o) because they have been started by other clients and S has ordered them before
o, but S has not yet finished processing them. We distinguish between pending-other operations,
invoked by other clients, and pending-self operations, which Ci has executed before o.

After receiving the REPLY message, the client checks its content. If the pending-other operations
are compatible with o, then Ci verifies (informally speaking) the pending-self operations including o
with the help of the authenticator. The authenticator supposedly represents the current state held by
S, it must be signed by the client whose operation produced the state and come with a hash chain
output that matches the client’s own hash chain. If these values are correct, Ci proceeds and outputs
the response immediately. Along the way Ci verifies that all data received from S satisfies the
conditions to ensure fork-linearizability. An operation that terminates like this is called successful;
alternatively, when the pending-other operations are not compatible with o, then o aborts. In this
case, Ci returns the symbol ABORT. In any case, the client subsequently commits o and sends a
signed COMMIT message to S (note that also aborted operations are committed in that sense). This
step terminates the active phase of the operation. The client may now invoke the next operation or
retry o if it was aborted. Note that Ci outputs the response of o: this must always be correct and
consistent, i.e., respect fork-linearizability. The ordering, on the other hand, is speculative and
assumes the pending operations will be executed and committed in this sequence.

Processing of o continues with the passive phase. Its goal is to actually execute o on the remote
state and to authenticate it within the ordering on which Ci speculated during the active phase.
Hence, at some later time, as soon as the operation immediately preceding o in the assigned order
has terminated its own passive phase, S sends an UPDATE-AUTH message with auxiliary data and
the authenticator of the preceding operation to Ci. When Ci receives this, it validates the message
content, verifies the execution of o except when o aborts, and checks that the operations which were
pending for o have actually been executed and authenticated as claimed by S in REPLY. The client
now computes and signs a new authenticator that it sends to S in a COMMIT-AUTH message. We say
that Ci authenticates o at this time. When S receives this message, then it applies o by executing it
on the state and stores the corresponding authenticator; this completes the passive phase of o.

Note that the server may receive COMMIT messages in a different order than assigned by the
global sequence numbers, due to asynchrony. Still, the authentication steps in the passive phases of
the different operations must proceed according to the assigned operation order. For this reason, the
server maintains a second sequence number (b), which indicates the last authenticated operation
that the server has applied to its state. Hence, S buffers the incoming COMMIT messages and runs
the passive phases sequentially in the assigned order.

Every client needs to know about all operations that the server has executed for checking
consistency, and in particular for verifying UPDATE-AUTH messages. Therefore, when S responds
to the invocation of an operation by Ci, it includes in the REPLY message a summary (δ ) of all
authenticated operations that Ci has missed since it last executed an operation. Prior to committing o,
the client verifies these signatures and thereby clears the operations. The client also extends its
hash chain with these operations.

2.2.2 System architecture and components

The VICOS system consists of three components:

ESCUDO-CLOUD Deliverable D3.5



Section 2.2: VICOS 43

Cloud storage Integrity server

Integrity
meta dataBulk data

Client application

VICOS client

KVS API Int. client

No client-to-client
communication

Untrusted domain

Group of mutually
trusting clients

Commodity
cloud storage

Standard Cloud storage API
(put, get, del, list)

Amazon S3
OpenStack Swift

Windows Azure

Figure 2.2: VICOS architecture

1. A Cloud Object Store (COS) service, as offered by commercial providers. It maintains the
object data (bulk data) stored by the clients using VICOS.

2. The VICOS server that runs remotely as a Cloud services accessed by the VICOS client; it
stores integrity-specific metadata of the object data being outsourced to the Cloud storage
service. The metadata is protected through the AIP protocol for a simple key-value store.

3. The VICOS client enables clients to access the Cloud storage service and transparently protect
the integrity and consistency of their object data. It exposes the COS interface to a client
application. During each operation, the VICOS client consults the Cloud object store (using
a COS API) for the object data itself and the VICOS server for integrity-specific metadata
(through an AIP client). The integrity-specific metadata consists of an unique key of an
object in the COS and its cryptographic hash.

The diagram in Figure 2.2 shows the architecture of VICOS. The COS and the VICOS server
are both in the untrusted domain; they may, in fact, collude together against the clients. VICOS is
written in Java, which is required to run the client and the server.

2.2.3 Conclusion

VICOS is a complete system for protecting the integrity and consistency of data outsourced to
untrusted commodity Cloud object stores. VICOS works with commodity Cloud storage services
and ensures the best possible consistency notion of fork-linearizability. It supports wait-free client
operations and does not require any additional trusted components.

There are several challenges that this work does not yet address, which remain open for the
future. An interesting question, for instance, is how to recover from an integrity violation. Since
we assume only a single untrusted server and that client data resides at the Cloud storage service,
orthogonal techniques are needed for resilience of the data itself.

ESCUDO-CLOUD Deliverable D3.5



44 Secure multi-user interactions and sharing

Another interesting challenge would be to consider malicious clients, as one further step towards
a more realistic system. For small groups of clients our system model makes sense, but for groups
with hundreds of clients it seems difficult to maintain this assumption. The situation is especially
interesting when a client colludes with the malicious server.

Finally, the approach of AIP can also be applied to services beyond Cloud storage; for example,
Cloud and NoSQL databases, interactions in a social network, or certificate and key management
services. Indeed, the research described in Section 2.3 makes a step in this direction by generalizing
the key-value store functionality to arbitrary data types.

2.3 Stateful multi-client verifiable computation

The scenario we are concerned with in this section involves, as in Section 2.2, multiple clients that
mutually trust each other and collaborate through an untrusted server. In contrast to Section 2.2,
which deals with a simple key-value store, the protocol in this section emulates multi-client access
to any abstract data type F . On input an operation o, and current state s, the protocol computes
(s′,r)← F(s,o) to generate an updated state s′ and an output r. The role of a client Cv is to invoke
the operation o and obtain the response r; the purpose of the server is to store the state of F and to
perform the computation. As an example, let F be defined for a set of elements where o can be
adding or deleting an element to the set. The state of the functionality will consist of the entire
set. We assume the availability of a public-key infrastructure, where each client registers its public
key of a signature scheme. Clients communicate only with the server; no direct communication
between the clients occurs. The goal of our protocol is to guarantee the integrity and freshness of
responses, in the scenario where the server is untrusted and may be acting maliciously.

We describe the main ideas abstractly in the subsequent sections; the full details are available
in the paper [CGPT17].

2.3.1 Overview

Our first contribution is a new and general security definition of a two-party ADT: The server
manages the state of the computation, performs updates and queries; the client invokes operations
and receives results. Our client only stores a short authenticator, and the server proves to the client
that it performed the operation, i.e., compute the output and possibly a new authenticator, correctly.
This significantly deviates from the standard three-party ADT definition (e.g. [Tam03, PTT11])
where there is a separation between data owner and client(s). The former needs to store the entire
data in order to perform updates and publish the new authenticator in a trusted manner, while the
latter one(s) may issue read-only queries to the untrusted server. Our definition allows the untrusted
server to perform updates such that the resulting authenticator can be verified for its correctness,
eliminating the need to have a trusted party store the entire data. The definition generalizes existing
ones for two-party ADTs [Pap11, GGOT16] that only support deterministic schemes.

We then provide a general-purpose instantiation of an ADT, based on verifiable computation,
by extending the work of Fiore et al. [FFG+16]. Our instantiation can capture arbitrary stateful
deterministic computation, and the client stores only a short authenticator which consists of two
elements in a bilinear group.

We also devise computational security definitions that model the distributed-systems concepts
of linearizability and fork linearizability [MS02] in the code-based game-playing framework of
Bellare and Rogaway [BR06]. This allows us to prove the security of our protocol in a computational

ESCUDO-CLOUD Deliverable D3.5



Section 2.3: Stateful multi-client verifiable computation 45

model by reducing from the security of digital signatures and ADTs—all previous work on fork
linearizability used idealizations of the cryptographic schemes.

Finally, we describe a “lock-step” protocol to satisfy the computational fork linearizabil-
ity notion, adapted from SUNDR [MS02] and Cachin et al. [CSS07]. The protocol guarantees
consistent—in the sense of fork-linearizability—multi-client access to a data type. The protocol
is based on our definition of ADTs; if instantiated by the general-purpose ADT construction we
provide, it is a protocol for outsourcing any stateful (deterministic) computation with shared access
in a multi-client setting.

2.3.2 Authenticated data types

Authenticated data types, which can be thought of as an abstraction and generalization of Merkle
trees [Mer89], associate with a (potentially large) state of the data type a short authenticator (or
digest) that is useful for verification of the integrity and authenticity of the data type. In more detail,
an abstract data type is described by a state space S with a function F : S×O→ S×A defined on it.
F takes as input a state s ∈ S of the data type and an operation o ∈ O and returns a new state s′ and
the response r ∈ A. The data type also specifies the initial state s0 ∈ S.

We present a definition for what is known in the literature as a “two-party” authenticated data
type [Pap11]. The interaction is between a client, i.e., party that owns a data type which it wants to
outsource, and an untrusted server that undertakes storing the state of this outsourced data type and
responding to subsequent queries issued. The client, having access only to a succinct authenticator
and the secret key of the scheme, wishes to be able to efficiently test that requested operations have
been performed honestly by the server (see [Pap11] for a more detailed comparison of variants of
ADT modes of operation).

An ADT has to satisfy two conditions, correctness and soundness. Correctness formalizes that
if the ADT is used faithfully, then the outputs received by the client are according to the abstract
data type F . Soundness formalizes that the server cannot cheat; i.e., any cheating attempt will be
detected by the client. For the precise definition, we refer to the paper.

2.3.3 A general-purpose instantiation of ADT

We next describe one main technical contribution of the paper, namely a general-purpose instantia-
tion of the definition of ADT described in Section 2.3.2. Our scheme builds on the work of Fiore
et al. [FFG+16], which defined hash&prove schemes in which a server proves the correctness of
a computation (relative to a state) to a client that only knows a hash value of the state. The main
aspect missing from [FFG+16] is the capability for an untrusted server to update the state and
provide the client with a new hash value that authenticates the new state.

Before we start describing our scheme, we describe some details of the hash&prove scheme
of Fiore et al. [FFG+16]. Their construction builds on two schemes. An verifiable computation
(VC) scheme and a multi-exponentiation hash&prove (MXP) scheme. In a nutshell, VC allows a
(computationally powerful) server to perform a computation in a way that additionally results in
a proof of the correctness of the computation. The verifier can then check the correctness of the
proof and be convinced of the correctness of the result without performing the computation itself.
Schemes for verifiable computation have been developed over the last couple of years, many of
them (such as the one by Parno et al. [PHGR13]), use multi-exponentiations as an integral part of
the proof. Fiore et al. [FFG+16] point out that multi-exponentiation can be seen as a type of hash
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function, and provide a multi-exponentiation hash&prove scheme that, intuitively, allows to prove
that two multi-exponentiations with different parameters have been computed on the same input.

The VC scheme used in [FFG+16] is actually a specific type of such scheme, namely an
offline-online verifiable computation scheme. The offline-online property of VC states that the
server can pre-compute a certain value cz on the input, and proves to the client (in this case via
MXP) that cz contains the same value as the hash hz known to the client. The client then concludes
by verifying the proof via the online part of the verification with input cz.

Our goal is to model stateful computations of the type F(x,o) = (y,r), that is, in contrast
to [FFG+16] we require that the server also prove the correctness of an updated output y. Our
contribution is to extend the construction such that the offline phase of VC is applied to both x
and y to obtain hashes hx and hy, and change the online phase to verify F(x,o) = (y,r) using the
correct values hx and hy. As in [FFG+16], we then use MXP to prove that the hashes hx and hy

are computed correctly. The detailed description of the scheme and the proofs of correctness and
security appear in the paper.

2.3.4 Computational fork-linearizable Byzantine emulation

The definitions of fork-linearizability in previous work [MS02, CSS07] state that a protocol achieves
the property if every execution of the protocol leads to a transcripts of a certain type. This property
can only be proven if cryptographic schemes are idealized; indeed, almost all practical cryptographic
schemes are based on computational assumptions that can be broken by an attacker, albeit with
very small probability. In order to prove fork-linearizability guarantees about protocols while using
realistic models for the cryptographic components, we introduce computational versions of the
properties required for fork-linearizability.

Our model follows the code-based game-playing framework of Bellare and Rogaway [BR06],
and our models can be viewed in the same spirit as the definitions of authenticated key exchange of
Bellare and Rogaway [BR93]. In more detail, we consider a (computationally bounded) attacker
A that can access the individual protocol instances by means of oracle calls, and whose goal is to
break the fork-linearizability properties. A protocol is then said to achieve the computational variant
of these properties if no computationally bounded attacker can break them with non-negligible
probability. The complete definition of the properties is provided in the paper.

2.3.5 A lock-step protocol for emulating shared data types

In the final section of the work, we describe a lock-step protocol that emulates a shared data type
using the generic abstract data type instantiation described above. At a high level, the protocol
can be seen as a simplified variant of the AIP protocol described in Section 2.2; the protocol has
a similar message flow but does not exploit compatible operations. When instantiated with the
generic abstract data type described in Section 2.3.3, the protocol consistently emulates a shared
data type, although the computation is performed by the untrusted server. We then conclude the
paper by formally proving that the lock-step protocol achieves computational fork-linearizability as
described in Section 2.3.4.

2.3.6 Conclusion

The protocol presented in this section conceptually extends VICOS from a consistent key-value
store to a Cloud platform that allows to outsource arbitrary stateful computation. The computational
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effort on the client is small; indeed, clients are only required to verify signatures and to check the
validity of the ADT operations. Both operations are efficient to implement, and computationally
sufficiently efficient for today’s mobile devices. The main computational burden is imposed on the
server; indeed, although schemes for verifiable computation have improved significantly over the
last years, we expect that further improvements in those schemes as well as efficiency improvements
in our protocol will be necessary to make the approach practical.

2.4 Summary

When outsourcing their data to today’s Cloud, clients have to trust the Cloud provider not to violate
the privacy or integrity of their data. While the data of a single client can be protected using
standard encryption and authentication mechanism, access by multiple interacting clients requires
additional care because a misbehaving Cloud provider may attempt to provide inconsistent views
on the data to multiple clients.

This chapter contains two solutions for the described scenario. First, VICOS is a protocol
to secure multi-client access to a key-value store; a widely used functionality offered by Cloud
providers and also referred to as Cloud object storage (COS). VICOS acts as a transparent layer:
it builds on top of widely-used COS interfaces such as OpenStack Swift or Amazon S3, and
provides to client applications again a COS interface. Behind the scenes, however, VICOS
ensures the consistency of the clients’ views on the stored data. VICOS has been implemented,
is available as open-source software, and exhibits performance that makes it usable in practical
deployments [BCK17].

The second solution, multi-client stateful verifiable computation, extends the functionality of
VICOS from a key-value store that only allows simple read and write operations to arbitrary stateful
computation. This is achieved via constructing generic authenticated data types by extending the
recent hash&prove construction of Fiore et al. [FFG+16] to untrusted updates, and then using this
authenticated data type in a VICOS-like protocol. The solution is described and analyzed in a
recent ESCUDO-CLOUD research paper [CGPT17]. As it builds on recent and not-yet-practical
cryptographic methods, it has not yet been implemented, but we plan to further develop the protocol
toward practicality.
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3. Support for collaborative queries

Task 3.3 focuses on collaborative queries. Task 3.3 aims at: i) providing probabilistic techniques for
verifying the integrity of the result of computations evaluated by collaborating parties (Section 3.2);
and ii) enforcing selective access restrictions over data in collaborative scenarios (Sections 3.3
and 3.4). The innovative contribution by ESCUDO-CLOUD to the definition of techniques for
probabilistic integrity verification is based on the combined adoption of two techniques, markers and
twins, which have been refined to minimize integrity verification costs. Also, ESCUDO-CLOUD
analyzed these solutions to precisely assess their effectiveness and to limit the overhead they cause.
With respect to access control enforcement, the innovative contribution by ESCUDO-CLOUD is a
solution, based on mixing encryption mode proposed in WP2, aimed at minimizing the data owner
overhead for the enforcement of policy updates. This solution is based on the idea that it is sufficient
to re-encrypt a small portion of a resource to update its access control policy. Also, ESCUDO-
CLOUD proposed a novel approach for the specification and enforcement of authorizations that
enables controlled data sharing for collaborative queries in the Cloud.

3.1 ESCUDO-CLOUD Innovation

Task 3.3 produced several advancements over the state-of-the-art.

• The first innovation is represented by an approach able to assess the integrity of approximate
join queries (i.e., joins that combine tuples with similar, even if not equal, values for the
join attributes). The proposed solution (D6.2) is based on the definition of a discretization
technique that, applied to the join attribute, translates the approximate join into an equi-join.
The result of the equi-join, which is delegated to an external CSP, is verified using twins and
markers.

• Task 3.3 proposed refinements over existing integrity verification techniques that reduce their
overhead with limited impact on integrity guarantees (D3.4). The proposed optimization
is based on the idea that the size of control tuples (i.e., markers and twins) can be reduced
by storing, for these tuples, their join attribute value only. Our analysis demonstrated that
the adoption of slim control tuples considerably reduces the overhead, while not impacting
integrity guarantees.

• Slim twins and markers enable the integrity verification of many-to-many join operations
(D3.4). The adoption of slim markers and twins enables the support of many-to-many join
operations without exposing the frequency distribution of join attribute values, and hence
reveal twin pairs. In fact, slim twins and markers have a flat frequency distribution. They
also support join operations among more than two relations, without the need of multiple
interactions with the CSP (D3.4). This is due to the fact that the join between slim twins (and
between markers) is always one-to-one.
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• Task 3.3 provided a detailed analysis of the effectiveness of twins and markers for integrity
verification aimed to support the data owner in choosing the number of twins and of markers
to use for reaching the aimed integrity guarantee (Section 3.2.2).

• Task 3.3 designed a novel approach for the efficient enforcement of revoke operations. The
proposed solution is based on the adoption of mixing encryption mode (proposed in WP2),
which enables the data owner to change her access control policy by simply re-encrypting a
small portion of the resource (Section 3.3).

• Task 3.3 developed a novel solution supporting collaborative queries in the cloud with access
restrictions that regulate information flows among the parties (including external CSPs)
involved in the query evaluation process (Section 3.4).

The results obtained by this task have been published in [BDF+16, DFJ+15, DFJ+16, DFP+16,
DFJ+18].

3.2 Twins and Markers for Integrity Verification

The first issue addressed in this task is the definition and analysis of approaches aimed at providing
integrity guarantees to the results of computations that involve multiple collaborating parties. The
work within ESCUDO-CLOUD aimed first at extending two integrity verification techniques, twins
and markers [DFJ+13], to limit their computation and communication overhead as discussed in
D3.4 (Section 3.2.1). Then, the work focused on the analysis of the integrity guarantees provided
by these techniques, to provide the user with support in the choice of the number of twins and
markers to adopt for reaching a given integrity guarantee (Section 3.2.2).

3.2.1 Slim Twins and Markers

In D3.4, we presented an approach aimed at limiting the computation and communication overhead
caused by the adoption of integrity verification approaches when a user delegates the evaluation of
an equi-join operation to potentially untrusted CSPs. To achieve this, we proposed a variation of
twins and markers.

The considered scenario is characterized by a user who is interested in delegating the evaluation
of an equi-join operation to a CSP. The join query operates over the relations of two trusted parties,
who collaborate for query evaluation. In the absence of security considerations, the owners of the
two relations involved in the equi-join would send their data to the CSP, which would compute their
join and return the result to the requesting user. However, since the CSP is potentially untrusted,
it is necessary to protect both data confidentiality and integrity of the join result. To this end, the
proposal in [DFJ+13] combines the following protection techniques.

• Encryption on-the-fly: the operand relations are encrypted by their owners, using a key
known to the requesting user only, before being sent to the CSP. Encryption guarantees data
confidentiality.

• Markers: fake tuples, not recognizable as such, are inserted into the operand relations by
their owners. The set of join attribute values used for markers is the same in the two operand
relations, and is disjoint from the actual domain of the join attribute. Absence of a marker
signals the incompleteness of the join result.
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• Twins: a subset of the tuples in the operand relations are duplicated by the relation owners.
Since duplication is driven by a condition on the join attribute value, all the tuples satisfying
the twinning condition must appear twice in the join result. A twin appearing solo signals the
incompleteness of the join result.

• Salts and buckets: used to flatten the frequency distribution of the values of the join attribute
(and hence also protect twin pairs) in one-to-many joins. Buckets, used on the many side of
the join, of tuples with the same value for the join attribute create groups all of the same size.
If a value is less frequent than the bucket size, the bucket is filled with dummy tuples. Salts
consist in making different occurrences of the same join attribute value different by using (in
encryption) a different salt for each occurrence. Each value in the relation on the one side of
the join is replicated and encrypted with the different salts used by the relation on the side
many of the operation. Salts and buckets can be used singularly or in combination.

Since the adoption of these integrity verification technique causes both a computation and a
communication overhead, D3.4 proposed variations aimed at limiting integrity verification costs.
The approaches proposed to limit integrity verification costs can be summarized as follows.

• Semi-join. The first solution presented in D3.4 for reducing the overhead due to markers,
twins, salts and buckets consists of adopting the semi-join (in contrast to regular join)
evaluation strategy. According to this strategy, the CSP operates only on the result of the
projection on the join attribute of the two operand relations. Hence, the join is always a
one-to-one join and the relations exchanged between the parties are smaller.

• Limit salts and buckets to twins and markers. Whenever the frequency distribution of the
join attribute value is not considered sensitive, salts and buckets can be limited to twins and
markers. Indeed, it is sufficient to flatten their distribution to prevent any observer from
identifying markers and twin pairs based on the frequency of join attribute values.

• Slim twins and slim markers. Since integrity checks only consider the values of the join
attribute of markers and twins, to reduce their costs we proposed to reduce the size of these
control tuples by removing their content. In case of one-to-many joins, the adoption of slim
twins reduces the number of twin tuples since the same slim tuple can act as twin for all the
tuples having the same original join attribute value. In this case, the twin tuple will store the
number of tuples for which it is a twin.

As discussed in detail in D3.4, all these solutions considerably reduce the cost of integrity
checks, while not impacting integrity guarantees. We also note that the introduction of slim twins
and markers also enables the evaluation of many-to-many joins, as well as of joins involving more
than two relations.

3.2.2 Twins and Markers Analysis

The definition of probabilistic integrity verification technique naturally requires further studies to
enable users to effectively use these techniques. Indeed, it is necessary to guide the user in the
choice of the protection technique that provides higher integrity guarantees, while limiting costs.
To this end, the work in Task 3.3 analyzed the effectiveness of twins and markers, with the aim of
guiding end users in choosing the number of markers and twins she needs to adopt to obtain the
desired integrity guarantees.
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Figure 3.1: Probability that the misbehavior of a CSP goes undetected when using only markers

In our analysis, we considered a scenario characterized by a user who is interested in delegating
a general classification task to a multitude of CSPs. Since CSPs might not be fully trusted, the
user adopts probabilistic integrity verification technique to verify their behavior. Indeed, CSPs
could randomly choose a class for their input data, instead of running the classification algorithm
provided by the user, thereby saving computational resources. For simplicity, but without loss
of generality, we assume that the result of the classification is complete (i.e., each input data is
returned, together with its class, to the requesting user) and the integrity verification techniques are
aimed at controlling the correctness of the classification result. We studied separately the integrity
guarantees provided by the adoption of markers and twins.

Markers. Markers are classification jobs that operate on artificial input data and that produce a
known result. A result, for the evaluation of a marker, different from the expected one signals
the incorrectness of the classification result (and the misbehavior of the CSPs). To be effective,
markers should be non-recognizable as such by CSPs, who could otherwise selectively misbehave
without being detected. Each marker has a cost for: i) its generation; ii) its evaluation by a CSP; iii)
the verification of its result by the user; iv) the transmission of input data to the CSP and of the
evaluation result to the user. Usually, the verification of marker results has limited costs, while their
generation can be more expensive.
To assess the effectiveness of markers, we analyzed the probability that a CSP that does not classify
a subset of the data items (but randomly selects a class for each of them) goes undetected. With
this aim, we modeled the behavior of the CSP and of the user and performed a set of Monte Carlo
simulations. Figure 3.1 reports the results of 1000 simulations, considering a dataset including 200
input data items, a classification with 4 classes, and a Zipf distribution of the 200 data items in
the 4 classes. The figure illustrates the probability that a mis-behavior by the CSP does not trigger
any alert (i.e., all markers produce the expected results), varying the number m of markers injected
into the input dataset and the omissions by the CSP (i.e., the number o or percentage o% of data
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Figure 3.2: Probability that CSP misbehavior goes undetected when using only twins

items on which the CSP does not run the classification algorithm). As visible from the figure, the
probability that an omission goes undetected decreases as the number of markers grows. Similarly,
it decreases as the number of omissions grows.

Twins. Twins are replicated jobs, which should produce exactly the same result and can then be
used to verify the correctness of the classification result. If the result of the evaluation of twin jobs
is not the same, the user can easily determine that the classification result is not correct. To be
effective, twin jobs should not be recognizable by CSPs: if a CSP is able to identify twin jobs, it
can evaluate them in the same (possibly wrong) way, thus eluding the verification. Similarly to
markers, twins have a cost due to: i) replication of jobs; ii) evaluation of the same job multiple
times; iii) comparison of the results of twin jobs; iv) multiple transmissions of the same input data
and of the results of twins.
To assess the effectiveness of twins, we studied the probability that at least one of the CSPs to
which twin jobs are assigned does not perform all the classification jobs assigned to it, but goes
undetected. As with markers, we modeled the CSPs and user behavior and performed a set of
Monte Carlo simulations. Figure 3.2 reports the results of 1000 simulations, considering the same
configuration used for the simulations in Figure 3.1 with 10 CSPs and assuming that each twin
is replicated once. The figure illustrates the probability that CSPs misbehavior do not trigger any
alert (i.e., all the twin pairs produced the same result), varying the number t of twinned jobs and
the omissions by the CSP (i.e., the number o or percentage o% of data items on which the CSP
does not run the classification algorithm). As can be seen from the figure, the probability that an
omission goes undetected decreases as the number of twins grows. Similarly, it decreases as the
number of omissions grows.
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3.3 Mix&Slice For Efficient Access Revocation

One of the complex aspects in using encryption to enforce access control policy concerns access
revocation. If granting an authorization is easy (it is sufficient to give the newly authorized user
access to the key), revoking an authorization is a completely different problem. There are essentially
two approaches to enforce revocation: i) re-encrypt the resource with a new key or ii) revoke access
to the key itself. Re-encryption of the resource entails, for the data owner, downloading the resource,
decrypting it and re-encrypting it with a new key, re-uploading the resource, and re-distributing
the key to the users who still hold authorizations. If decryption, re-encryption, and even key
management (for this specific context) can be considered a trivial issue, the remaining challenge
is represented by the need to download and re-upload the resource, with a considerable overhead
for the data owner. This overhead will continue to grow as usage of Cloud resources grows, in
particular in the context of emerging big data applications. The alternative approach of enforcing
revocation on the resource by preventing access to the key with which the resource is encrypted
cannot be considered a solution. As a matter of fact, it protects the key, not the resource itself,
and it is inevitably fragile against a user who - while having been revoked from an access - has
maintained a local copy of the key.

In this deliverable, we present a novel approach to enforce access revocation that provides
efficiency, as it does not require expensive upload/re-upload of (large) resources, and robustness, as
it is resilient against the threat of users who might have maintained copies of the keys protecting
resources on which they have been revoked access.

3.3.1 Mix&Slice

The basic idea of our approach is to use mixing encryption mode, presented in D2.6, which
guarantees complete interdependence (mixing) among the bits of the encrypted content. In this way,
unavailability of even a small portion of the encrypted version of a resource completely prevents the
reconstruction of the resource or even of portions of it. Brute-force attacks guessing possible values
of the missing bits are possible, but even for small missing portions of the encrypted resource,
the required effort would be prohibitive. The all-or-nothing transform (AONT) [Riv97] considers
similar requirements, but the techniques proposed for it are not suited to our scenario, because they
are based on the assumption that keys are not known to users, whereas in our scenario revoked users
can know the encryption key and may plan ahead to locally store critical pieces of information.

Our approach trades off between the requirement to connect all bits of a resource (to provide
the desired interdependency of the content), and the requirement to maintain fine grained access of
the resource itself. This is a particular challenge due to the potentially huge size of the resources.
To achieve this, we apply the idea of mixing content within portions of the resource, enforcing
then revocation by overwriting encrypted bits in every such portion. Before mixing, our approach
partitions the resource in different, equally sized, chunks, called macro-blocks. Then, as the name
hints, it is based on the following concepts.

• Mix: the content of each macro-block is processed by an iterative application of different
encryption rounds together with a carefully designed bit mixing, that ensures, at the end of
the process, that every individual bit in the input has had impact on each of the bits in the
encrypted output.

• Slice: the mixed macro-blocks are sliced into fragments so that fragments provide complete
coverage of the resource content and each fragment represents a minimal (in terms of number

ESCUDO-CLOUD Deliverable D3.5



54 Support for collaborative queries

fr
ag
m
en
t

macroblock

F
2

0
F
5

0
F
7

0
F
8

0
F
1

0
F
3

0
F
6

0
F
9

0
F
11

0
F
12

0
F
14

0
F
15

0
F
0

0
F
13

0
F
4

0
F
10

0

key

fr
ag
m
en
t

macroblock

k 0

k 1

F
10

1

F
2

0
F
5

0
F
7

0
F
8

0
F
1

0
F
3

0
F
6

0
F
9

0
F
11

0
F
12

0
F
14

0
F
15

0
F
0

0
F
13

0
F
4

0

(a) (b)

key

fr
ag
m
en
t

macroblock

k 0

k 1

k 2

F
4

2

F
10

1

F
2

0
F
5

0
F
7

0
F
8

0
F
1

0
F
3

0
F
6

0
F
9

0
F
11

0
F
12

0
F
14

0
F
15

0
F
0

0
F
13

0

key

fr
ag
m
en
t

macroblock

k 0

k 1

k 2

k 3

F
4

2

F
10

3

F
2

0
F
5

0
F
7

0
F
8

0
F
1

0
F
3

0
F
6

0
F
9

0
F
11

0
F
12

0
F
14

0
F
15

0
F
0

0
F
13

0

(c) (d)

Figure 3.3: An example of fragments evolution

of bits of protection, which we call mini-block) unit of revocation: lack of any single fragment
of the resource completely prevents reconstruction of the resource or of portions of it.

To revoke access from a user, it is sufficient to re-encrypt one (any one) of the resource
fragments with a new key not known to the user. The advantage is clear: re-encrypting a tiny chunk
of the resource guarantees protection of the whole resource itself. Also, the CSP simply needs to
provide storage functionality and is not required to play an active role for enforcing access control
or providing user authentication. Our Mix&Slice proposal is complemented with a convenient
approach for key management that, based on key regression, avoids any storage overhead for key
distribution.

3.3.2 Access management

Accessing a resource (or a macro-block in the resource, resp.) requires availability of all its
fragments (its mini-blocks in all the fragments, resp.), and of the key used for encryption. Policy
changes corresponding to granting access to new users can be simply enforced, as usual, by giving
them the encryption key. In principle, policy changes corresponding to revocation of access would
instead normally entail downloading the resource, re-encrypting it with a new key, re-uploading
the resource, and distributing the new encryption key to all the users who still hold authorizations.
Our approach enables the enforcement of access revocation to a resource by simply making any of
its fragments unavailable to the users from whom the access is revoked. Since lack of a fragment
implies lack of a mini-block for each macro-block of a resource, and lack of a mini-block prevents
reconstruction of the whole macro-block, lack of a fragment equates to complete inability, for the
revoked users, to reconstruct the plaintext resource or any portion of it. In other words, it equates to
revocation.

Access revocations are then enforced by the data owner by randomly picking a fragment, which
is then downloaded, re-encrypted with a new key (which will be made known only to users still
authorized for the access), and re-uploaded at the server overwriting its previous version. While
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Revoke
1: randomly select a fragment Fi of R /* fragment to be rewritten */

2: download Fc
i from the server /* version of the fragment stored */

3: if c > 0 then /* F0
i has been overwritten in a revocation */

4: derive key kc /* derive kc using key regression */

5: F0
i := D(kc,Fc

i ) /* retrieve the original version of the fragment */

6: determine the last key kl−1 used /* it is stored in R’s descriptor */

7: generate new key kl
8: Fl

i := E(kl ,F0
i )

9: upload Fl
i overwriting Fc

i /* overwrite previous version */

10:encrypt sl with the key of acl(R) /* limits it to authorized users */

11:update R’s descriptor /* including the new sl */

Figure 3.4: Revoke on resource R

still requesting some download/re-upload, operating on a fragment clearly brings large advantages
(in terms of throughput) with respect to operating on the whole resource (see Section 3.3.4).
Revocation can be enforced on any randomly picked fragment (even if already re-written in a
previous revocation) and a fresh new key is employed at every revoke operation. Figure 3.3
illustrates an example of fragments evolution due to the enforcement of a sequence of revoke
operations. Figure 3.3(a) is the starting situation with the original fragments computed as illustrated
in Section 3.3.1. Figure 3.3(b-d) is the sequence of rewriting to enforce revocations, which involve,
respectively, fragment F10, re-encrypted with key k1, fragment F4, re-encrypted with key k2, and
fragment F10 again, now re-encrypted with key k3. In the following, we use notation Fj

i to denote
a version of fragment Fi encrypted with key k j, being F0

i the version of the fragment obtained
through the mixing process. In the figure, the resource is represented in a three-dimensional space,
with axes corresponding to fragments, macro-blocks, and keys. The re-writing of a fragment is
represented by placing it in correspondence to the new key used for its encryption. The shadowing
in correspondence to the previous versions of the fragments denote the fact that they are not
available anymore as they are overwritten by the new versions.

Each revoke operation requires the use of a fresh new key and, due to policy changes, frag-
ments of a resource might be encrypted with different keys. Such a situation does not cause any
complication for key management, which can be conveniently and efficiently handled with a key
regression technique [FKK06]. Key regression is an RSA-based cryptographically strong technique
(the generated keys appear as pseudorandom) allowing a data owner to generate, starting from a
seed s0, an unlimited sequence of symmetric keys k0, . . . ,ku, so that simple knowledge of a key ki

(or the compact secret seed si of constant size related to it) permits to efficiently derive all keys
k j with j ≤ i. Only the data owner (who knows the private key used for generation) can perform
forward derivation, that is, from ki, derive keys following it in the sequence (i.e., kz with z ≥ i).
Note instead that, not knowing the private key, users cannot perform forward derivation. The cost
that users must pay for key derivation is small. On a single core, the computer we used for the
experiments is able to process several hundred thousand key derivations per second.

With key regression, every user authorized to access a resource just needs to know the seed
corresponding to the most recent key used for it (s0 if the policy has not changed, s3 in the example
of Figure 3.3(d)). To this end, there is no need for key distribution, rather, such a seed can be stored
in the resource descriptor and protected (encrypted) with a key corresponding to the resource’s
acl (i.e., known or derivable by all authorized users) [AFB05, DFJ+07]. Enforcing revocation
entails then, besides re-encrypting a randomly picked fragment with a fresh new key ki, rewriting its
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Access
1: download R’s descriptor and all its fragments
2: retrieve seed sl used for the last encryption
3: compute keys k0, . . . ,kl
4: for each downloaded fragment Fx

i do
5: if x > 0 then
6: F0

i := D(kx,Fx
i ) /* retrieve the original version of fragments */

7: for j = 0, . . . ,M−1 do /* reconstruct and decrypt macro-blocks */

8: Mj := concatenation of mini-blocks F0
i [j], i = 0, . . . ,(m ·b)−1

9: decrypt Mj

Figure 3.5: Access to resource R

corresponding seed si, encrypted with a key associated with the new acl of the resource. Figure 3.4
illustrates the revocation process.

To access a resource, a user then first downloads the resource descriptor, to retrieve the most
recent seed sl , and all the fragments. With the seed, she computes the keys necessary to decrypt
fragments that have been overwritten, to retrieve their version encrypted with k0. Then, she
combines the mini-blocks in fragments to reconstruct the macro-blocks in the resource. She then
applies mixing in decrypt mode to macro-blocks to retrieve the plaintext resource. Figure 3.5
illustrates the process to access a resource.

Note that the size of macro-blocks influences the performance of both revoke and access
operations. Larger macro-blocks naturally provide greater policy update performance as they
decrease policy update cost linearly, with limited impact on the efficiency of decryption, since its
cost increases logarithmically (Section 3.3.4).

3.3.3 Effectiveness of the approach

In this section, we elaborate on the effectiveness of our approach for enforcing revocation. For the
discussion, we denote with msize the size of individual mini-blocks, m the number of mini-blocks
in a block, b the number of blocks in a macro-block, M the number of macro-blocks, and f the
number of fragments (i.e., f = m ·b).

We consider the threat coming from a user whose access to the resource has been revoked, and
who downloads the resource from the server. With access policy enforced by encryption, not being
authorized for an access should not prevent downloading the resource but rather it should prevent
reconstruction of its plaintext representation. We then evaluate the protection against the user’s
attempts to reconstruct the plaintext resource. In doing so, we consider the worst case scenario,
with respect to key management, where the user has maintained memory of the last key (or the
corresponding seed) used for the resource, up to the point in which she was authorized for the
access. In other words, we assume the user to be able to decrypt the fragments that have been
overwritten before she has been revoked access, and hence, to know the original version encrypted
with k0 of the fragments that have not been overwritten since she has been revoked access. Since
seeds are compact, such a threat is indeed realistic. To reconstruct the resource when missing a
fragment, the user would have to perform a brute force attack attempting all possible combinations
of values of the missing bits, that is, 2msize attempts for each of the M macro-blocks. If more
fragments, let’s say fmiss, are missing, the user would have to perform 2msize· fmiss attempts for each of
the M macro-blocks.

The inability of the user to reconstruct a resource if some fragments have been overwritten is
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because, without such fragments, the user cannot retrieve the corresponding original version (the
one encrypted with k0) needed to correctly reconstruct the resource plaintext. A potential threat
can then come if the user maintains a local storage with the original version of part of the resource.
We distinguish two cases, depending on whether the user stores complete fragments or portions of
them across the whole resource.

Local storage of fragments. Suppose a user locally stores (when authorized) some fragments of
the resource. Even if such fragments are later overwritten for revoking access to the user, and
then their most recent version stored at the server is unintelligible to her, she has them available
for reconstructing the resource. However, the fragment to be overwritten in a policy revocation
is chosen randomly by the owner. Therefore, the user can still reconstruct the resource after one
fragment has been overwritten if the fragment that the owner has overwritten is the same fragment
that the user has also stored locally, which has probability 1/f to occur. Generalizing the reasoning
to the consideration of the user locally storing more than one fragment and the policy naturally
changing even after the specific user revocation, we determine the probability PA of the user’s
ability to access the resource assuming local storage of floc fragments to be PA = ( floc/f) fmiss . The
probability clearly increases with the number of fragments stored locally, but quickly reaches
extremely low values after a few updates of the policy, approximating zero even for high percentage
of fragments locally stored. The low probability (and the high storage effort requested to the user)
essentially makes such attack not suitable: if the user has to pay a storage cost that approaches
the maintenance of the whole resource, then the user would have stored the plaintext resource
when authorized in the first place. We also note that a possible extension of our approach could
consider overwriting, instead of pre-defined fragments, a randomly chosen set of mini-blocks
(ensuring coverage of all macro-blocks), to enforce a revocation. In this case, the probability of
the user storing mloc mini-blocks per macro-block (also randomly chosen) to be able to access
the resource immediately after her revocation would be (mloc/(m · b))M, which would become
(mloc/(m · b))M·mmiss , (i.e., negligible), if she misses mmiss mini-blocks per macro-block. We note,
however, that overwriting randomly picked mini-blocks across the resource would considerably
increase the complexity in the management of fragments, and it would make it harder to provide an
efficient physical structure for fragments (Section 3.3.4). Given the observations above about the
high storage cost that would be required to the user and the low probability of her success as policy
changes, we argue that the regular structure for the fragments is preferable.

Keeping portions of all mini-blocks. Instead of locally storing some selected fragments, a user
can opt for using storage to maintain portions of all the mini-blocks in each fragment. In this
case, whatever the fragment overwritten in the revocation, the user will have to perform some
effort to realize a brute-force attack to retrieve the missing bits (she does not have the complete
fragment), but such an effort will be lower, given the availability of the locally stored bits. For
instance, assuming the user to keep 50% (i.e., half of the bits) of each mini-block, the effort for
reconstructing the resource given a missing fragment would now be 2(msize/2) attempts for each of
the M macro-blocks (in contrast to the 2msize required if all the bits in the fragment were unknown).
However, again, if more fragments are missing, the required effort would quickly escalate, being
equal to 2(msize/2)· fmiss when fmiss fragments are missing. For each attempt, the verification that a
guess is correct would require to apply all the decryption rounds until the plaintext is reconstructed,
with a great cost. We note that the user can cut down on such cost if she locally maintains, in
addition to the portions of the original mini-blocks, also some bits of the partial results of the
computation (which would allow her to test correctness of a guess without performing all the
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encryption rounds). Availability of such partial results can help testing the guesses for a mini-block
if the other mini-blocks in the same block are available (i.e., when the user misses only one fragment
per block). However, from the birthday paradox, we note that the probability of two revocations
hitting the same block (but a different fragment) quickly increases with the number of revocations.
Then, after a few updates the advantage of the user keeping partial results of the computation
will become ineffective. In addition to this, we note that, in this case as well, the storage and
computational efforts required to the user do not seem to make this attack much preferable for her
with respect to the choice of locally storing the whole plaintext resource itself in the first place.

A note on collusion. Collusion can happen when two users join effort to gain access to a resource
that neither of them can access (we do not consider collusions with the server, which is assumed
trustworthy to enforce the re-writing requested by the owner). In fact, if one of the users is
authorized for the resource, she has no incentive and therefore there is no collusion. Also, the case
of users working together to grant each other access to resources on which they individually have
authorization cannot be considered collusion, since merging their knowledge they collectively do
not go beyond their privileges. Collusion is then represented by users who join effort in locally
storing portions of the resource (e.g., fragments or parts of mini-blocks as discussed above). For
instance, each of the users could keep half of the fragments and they can merge their knowledge to
patch for missing fragments. Such a situation does not add any complication with respect to the
previous discussion, as it simply reduces to consider the group of colluding users as an individual
attacker. We then note again that the collective effort, in terms of storage and/or computation,
required to gain access would easily approximate the effort of locally storing the original plaintext
resource itself. In other words, the attack strategy does not offer any advantages to users attempting
to access the resources for which they are no more authorized.

3.3.4 Implementation

In this section, we discuss the realization of our approach for its practical deployment. The
components that have to be considered are the client, who decrypts resources to access them
(Section 3.3.4), and the protocol used for the interaction between client and server. The protocol
has a significant impact on the profile of the server responsible for hosting the resources and for
authenticating the data owner who is the only party authorized to modify the data. In particular, we
will consider two options for the realization of the interaction protocol: i) Overlay (Section 3.3.4),
which operates on top of a common Cloud object service (the server is unaware of the adoption
of our approach and is a standard object server); and ii) Ad-hoc (Section 3.3.4), which directly
supports the primitives to update a fragment and to get the current state of the resource (the server
is aware of the features of our approach and attention will have to be paid to its internal structure).

We found from this analysis that the client is able to make use of our approach without
restrictions, with a performance in the application of the encryption technique within a common
personal computer that is compatible with any network bandwidth; the network then proves to be
the bottleneck in the access to external resources. For the protocol, when the technique is applied in
a transparent way on top of existing object storage solutions (Overlay), we observe several orders of
magnitude in performance improvement for some configurations. The realization of the technique
using an ad-hoc protocol further improves the benefits with its greater flexibility, but it also requires
to consider the mapping of the logical structure to its physical representation - for which we have
identified an adequate solution. All these results prove the applicability of the technique in the
current technological landscape and the benefits that it can provide for many application domains.
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It is important to observe that the primary parameters influencing the performance are the size
msize of mini-block and the number f of fragments. While the size of mini-blocks represents our
security parameter and must be chosen by the data owner based on her security requirements, the
number of fragments is chosen considering performance only. In the following, we will then focus
on the tuning of the number of fragments, considering resources of variable sizes. Note that the
choice of the number of fragments implies also the definition of the number of macro-blocks, as
the product of the number of macro-blocks by the number of fragments is equal to the number of
mini-blocks of the resource.

The evaluation of the best value for the number of fragments will have to consider a number of
aspects that characterize the application domain. The major ones are: frequency of policy updates;
frequency and average size of get requests; network bandwidth, for the upload and download
direction. All these aspects have a direct impact on the overall throughput offered by our solution,
which confirms its advantage in the prompt enforcement of revoke operations, measured by the
average transfer rate for get requests.

The experimental results illustrated in this section have been obtained using, for the client, a
machine with Linux Ubuntu 16.04 LTS, Intel i7-4770K, 3.50 GHz, 4 cores. For the server, we used
an Amazon EC2 m4.large instance, with 4 CPUs and 8 GB of RAM. The client was connected to
the Internet by a symmetric 100 Mbps connection.

Client

Our approach requires the client to execute a more complex decryption compared to the use of
AES with a traditional encryption mode (e.g., CTR or CBC). The cost of decryption (which is
comparable to the cost of encryption by the data owner) is nearly logm(m · b) times the cost of
applying a single AES decryption, while the impact of reorganizing the data structure at each round
is limited. Due to the high performance of modern processors in the execution of block ciphers,
this logarithmic cost factor is not critical. Also, decryption can be parallelized on multi-core CPUs,
making the client processing even more efficient.

An aspect that has to be considered in the implementation of the client is the possible need to
keep large amounts of data in memory. This may occur when fragments are downloaded one after
the other and decryption can start only after the last fragment has been downloaded, which, for
example, happens with the Overlay solution. If the resource size exceeds the available memory at
the client, this leads to an extremely significant performance hit. The configuration of the system
can (and should) avoid this possibility by splitting the resource into sub-resources (Section 3.3.4).

Experiments on the client All code has been written in Python, because for all the functions
the computational performance is not a constraint. The only component written in C was the
invocation of the mixing for encryption and decryption functions. Since most current Intel x86
CPUs offer the support for a hardware implementation of AES, named AES-NI, we considered its
adoption in our experiments. Figure 3.6 shows that the cost of decryption is compatible with all
reasonable scenarios for the application of our technique. In particular, the figure illustrates the
throughput obtained, varying the number of threads, by the application of our approach in different
configurations characterized by macro-blocks of size (Msize) 4 KiB, mini-blocks of size (msize)
32 and 64 bits (which imply 5 and 9 encryption rounds, resp.), when using AES-NI and when not
using it (AES). Mixing was applied on data that were already available in memory. We notice that
even the single-threaded 9-round non-hardware-supported implementation (line ‘AES, msize=64,
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Figure 3.6: Throughput varying the number of threads

Msize=4096’) offers a throughput that is greater than 100 Mbps. For the AES-NI multi-threaded
5-round implementation we reach a 2.5 GB/s throughput (line ‘AES-NI, msize=32, Msize=4096’).
The figure also shows that, increasing the number of threads, we reach a performance level that is 4
times the one obtained by the single-threaded implementation. This is consistent with the presence
of 4 physical cores in the CPU we used, each with a dedicated AES-NI circuitry.

The performance, even for a large number of fragments, shows to be orders of magnitude better
than the bandwidth of current network connections. Even without the hardware support (lines ‘AES,
msize=32, Msize=4096’ and ‘AES, msize= 64, Msize=4096’), the application of the cryptographic
transformation shows greater throughput than the data transfer rate of most Internet connections.
An experiment on 1 GiB size macro-blocks and 32 bit mini-blocks showed the expected slow
down in throughput, managing the decryption in less than 5 seconds (still above the bandwidth of
long-distance connections).

Overlay solution

The Overlay solution is analyzed using as a reference the Swift service. Swift has been selected due
to its popularity, availability as open source, and technical features that are good representatives of
what is offered by a modern object storage service for the Cloud (resources are called objects in this
discussion, to align with the Swift terminology). The Swift server instance has been installed on
the Amazon EC2 platform. We consider two main alternatives for the realization of our approach
on Swift1 without any changes to the server.2 The first option assumes to manage each fragment
as a separate object. The second option makes use of the ability to access portions of objects and
specifically considers the use of Dynamic Large Objects (DLOs). Our experiments show that this
latter option provides significant benefits in performance with respect to managing fragments as
separate objects. DLOs deserve then to be used when available.

1Swift organizes objects within containers. The current structure of Swift supports access control only at the level
of containers. The analysis we present can be immediately adapted to the management of the access policy at the
container granularity rather than the object granularity. We keep the analysis at the level of object to be consistent with
the discussion in the deliverable.

2We had to change a parameter in the server, to support a large number of fragments in the DLO mode.

ESCUDO-CLOUD Deliverable D3.5



Section 3.3: Mix&Slice For Efficient Access Revocation 61

Fragments as atomic separate objects. This approach is the most adaptable one, as it can be used
with any object storage service. Also, the support for a policy update will be immediate, as it will
be mapped to a single update to the object containing the corresponding fragment. However, these
advantages come together with some potential restrictions. The client would be responsible for
managing mixing and slicing. The approach requires the introduction of some metadata associated
with each of the fragments or stored in a dedicated supporting object. The client has to be able to
concurrently access all the fragments of the object to exhibit good performance when accessing
large resources. If there are many fragments, this requires creating and keeping open a large number
of connections with the server.

Use of DLOs. The Dynamic Large Object3 (DLO) service of Swift has been introduced to support
the management of large objects, going beyond the size limits of storage devices and providing finer
granularity with the access. When using DLOs, an object is separated into a number of sub-objects
that can be downloaded with a single request. The fragments of our approach can then be stored
into separate DLO fragments. The Swift server is responsible for the management of the mapping
from an object to its fragments, splitting a request for downloading an object into a number of
independent requests to the server nodes that are responsible to store the data (the Swift architecture
has a server node directly offering an interface to the clients and uses a number of independent
storage nodes; this architecture provides redundancy and availability). In this way, the client only
generates a single get request for the object, independently from the number of fragments. The
descriptor of the object can be extended with the representation of the version of each fragment. A
similar approach can be realized when the object service offers the flexibility to operate with get
and put only on a portion of the object.

The major constraint of this approach is the need to wait for the download of all the fragments
before the decryption of the first macro-block can start. As anticipated in Section 3.3.4, this causes
delays and requires the client to keep available in RAM the complete encrypted representation
of the object before it can be processed. To mitigate this problem, fragments can also be split
into sub-fragments. In this way, the download will be organized with a serial download of all the
sub-fragments representing the same set of macro-blocks. This is consistent with approaches used
in Cloud storage, where there is a common guideline to split resources larger than a few GiB (Swift
forces a split at 5 GiB in its standard configuration). Experiments confirm that beyond 1 GiB, the
throughput remains stable even for configurations with a large number of fragments.

Experiments on the Overlay solution We built a Swift client application in Python that im-
plements the get and put_fragment methods that characterize our technique. We followed two
implementation strategies, one using fragments as atomic separate objects, and the other adopting
the DLO support offered by Swift.

Figure 3.7 compares, for different numbers of fragments, the time required for the execution of
get requests assuming to map each fragment to a separate object. The lines correspond to distinct
values for the number f of fragments (i.e., 1, 4, 16, 64, 256, and 1024). The parameters that drive
the performance are the network bandwidth and the overhead imposed by the management of each
request. For get requests, the overhead introduced by the management of one request for each
fragment dominates when the resource is small, whereas the increase in object size makes the
network bandwidth the bottleneck. The profile of put requests uploading the complete resource
proved to be identical to the profile of get requests using a single fragment. The execution of

3https://docs.openstack.org/swift/latest/overview_large_objects.html
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Figure 3.7: Time for the execution of get requests on Swift

put_fragment requests grows linearly with the size of the fragment.
The identification of the best number of fragments requires to consider the profile of the

scenario. We evaluated the behavior of a system on a collection of 1000 objects where, after each
put_fragment request, a sequence of 50 get requests were executed on objects in the collection,
all of the same size. Figure 3.8 reports the results of these experiments. As objects become larger,
the benefits of fragmentation in the application of policy updates compensate for the overhead
imposed on the retrieval of the objects. It is important to note that the performance of the solution
that does not use our technique corresponds to the line with one fragment. The throughput of the
configurations using fragments is orders of magnitude higher already for medium-size objects. The
graph also shows that the best number of fragments depends on the resource size. The identification
of the value to use requires to consider the configuration of the system and the expected workload.

A second set of experiments followed the same approach, but considering the use of DLOs in
Swift. The number of fragments still has a significant impact on the performance of the get request,
because the server has to generate internally the mapping for the single request originating from
the client and the multiple requests addressed to the storage nodes. The application of the same
workload considered for the experiments in Figure 3.7, which interleaves get and put_fragment
requests, produces the results presented in Figure 3.9. Comparing the cost with and without DLO
we notice a significant benefit deriving from the use of DLOs.

Ad-hoc solution

The use of an ad-hoc protocol is able to provide the full range of benefits of our approach. The
protocol will have to support the basic primitives to upload (put) and download (get) a resource.
The put primitive, when used to upload the initial state of the resource, will have to provide a
resource descriptor that defines: the identifier of the key k0 used by the owner to encrypt the
resource; the size of mini-blocks and the number of fragments (which determine the size of the
macro-block); an array with an element for every fragment describing its version. In addition to
the put primitive, the server will recognize the put_fragment primitive, which will allow the
owner to update a fragment. Parameters of this primitive, in addition to the resource identifier and
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Figure 3.8: Throughput for a workload combining get and put_fragment requests on Swift

fragment content, will be the identifier of the fragment and its version number. The put_fragment
primitive requires the authentication of the user issuing the request, in the same way as the put
primitive.

The get primitive can return to the user the resource, one macro-block after the other. The client
will be able to immediately start the decryption of macro-blocks, after a preliminary decryption
with key ki of the mini-blocks belonging to the fragments at version i > 0. In this way, the client
does not have to wait for the completion of the download of all the fragments. The answer to the
get request always provides first the resource descriptor, with the representation of the version of
each of the fragments. Among the parameters of the get primitive we have the option to retrieve
only a specific portion of the resource.

For this solution, we have to dedicate attention to the mapping of the logical structure to the
physical representation of data. At the logical level, the resource is divided into fragments, and
the content is represented by a sequence of macro-blocks. At the physical level, the resource can
be stored as a collection of separate fragments or as a sequence of macro-blocks. In addition to
these two options, there is a range of intermediate alternatives, with the interleaved representation
of multiple fragments.

Experiments on the Ad-hoc solution The advantage of a dedicated server is the ability to use
an efficient protocol. The use of an ad-hoc server makes the management of fragments more
flexible and avoids the overheads associated with the generation of a number of independent get
requests equal to the number of fragments that are produced by the Overlay solution. Still, the
use of a potentially large number of fragments can introduce non-negligible costs. In the extreme
case where a large resource is managed with a single macro-block (i.e., the number of fragments
corresponds to the number of mini-blocks of the whole resource), the client will have to wait for
the download to complete to start decryption, and decryption will involve a high number of rounds.
Also, when only a portion of the resource is needed, our approach requires the client to download
the macro-blocks that contain the portion of interest; if macro-blocks are large, this may lead to a
significant overhead. As already discussed, the identification of the optimal number of fragments
has to consider several features of the application domain. In the current technological scenario,
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Figure 3.9: Throughput for a workload combining get and put_fragment requests with Swift
DLOs

we notice that the use of an ad-hoc server can support a number of fragments larger than what is
adequate for the Overlay solution, but extreme values cause inefficiencies.

As mentioned above, an important aspect that the implementation of the ad-hoc server has to
consider is the mapping from the logical structure to its physical representation. In this analysis,
we will consider a traditional scenario where the server uses the functions of the operating system
to access the storage ability of mass memory devices. In the experiments we used the Amazon
EC2 instance and its access to the Elastic Block Storage. The operating system offers an interface
that allows to read and write physical blocks, typically a few KiB in size. The mapping of
the bi-dimensional logical structure with macro-blocks and fragments to the concrete physical
structure realized by a sequence of physical blocks can follow several strategies. To compare
these alternatives, we assume a scenario where we have 1024 fragments and map the structure to
4KiB physical blocks. A first strategy consists in storing the resource one macro-block after the
other. The dual strategy consists in storing the resource one fragment after the other. Between
these two extremes, we have strategies that split each macro-block into a number of parts and
store contiguously into a physical disk block all the macro-block portions that correspond to the
mini-blocks in the same position. The rationale is that the organization along macro-blocks will be
the most efficient to support get requests, but it will require to access all the physical disk blocks
when a put_fragment request is received. The representation based on fragments will instead be
the most efficient to support put_fragment requests, but it will introduce a significant overhead
when managing get requests. For small resources these aspects do not have a large impact, whereas
for large resources the performance benefit can be significant. Figure 3.10 illustrates the results
obtained on a container with 1000 files, each of 1 GiB in size. The horizontal axis denotes the
number of shares of each macro-block (1 represents the strategy with the macro-blocks stored in
sequence, and 1024 represents the strategy with fragments stored in sequence). For a workload that
interleaves a get request for every put_fragment request, the total cost is minimized when we use
a solution with 256 fragments. Interestingly, the two extremes with this workload do not represent
the best option. In these experiments, we measured the time required to access the data from storage.
In most systems we expect the network to be the bottleneck that limits the performance and the
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Figure 3.10: Configurations for physical blocks

choice of physical representation will rarely be observed by the clients, but the performance benefit
that is shown by the experiment can lead to a more efficient implementation of the server.

3.4 Collaborative Queries in the Cloud with Access Restrictions

With the Cloud market evolving every day more into a rich and diversified marketplace, users
can choose among a wide spectrum of solutions made available by Cloud providers to execute
(computation-intensive) data computations. The evolution of technology makes available a variety
of storage and computation providers, with different costs, performance, and security guarantees. In
such a scenario, ensuring appropriate protection models and techniques to data that can be sensitive,
proprietary, or simply subject to access restrictions becomes a key requirement for allowing users
to leverage (low-costs) Cloud providers for storing and elaborating data. In the third year of the
project, we have address this problem and proposed a novel approach enabling collaborative and
distributed query execution with the controlled involvement of providers that might be not fully
trusted to access the data content. Our goal is twofold: first, to allow data authorities to make
their data available for possible collaborative processing, while maintaining control over them;
second, to allow users accessing such data to leverage the rich and diverse offer of the Cloud
market, by relying on providers for performing queries over such data. In this section, we illustrate
our approach for the specification and enforcement of authorizations that enables controlled data
sharing for collaborative queries in the Cloud.

3.4.1 Rationale and Running Example

The core of our proposal is a simple, yet flexible, authorization model that enjoys the great advantage
of simplicity of specification and management. Each data authority can establish authorizations
regulating the release to other subjects (i.e., users, providers, and other data authorities) of data
under its control. Authorizations are specified by each authority independently (no cross-domain
authorization or collaborative administration is required) and selectively grant visibility on the data
to other subjects. Visibility can be granted either plaintext or encrypted. Subjects authorized for
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Figure 3.11: An example of a query plan (a) and of authorizations on relations HOSP and INS (b)

encrypted visibility over some data can perform computations (e.g., evaluate conditions or perform
joins) over the data without accessing the actual data values. Leveraging the availability of solutions
that support operations on encrypted data (e.g., CryptDB [PRZB11a] and the SEEED framework
over the SAP Hana DBMS [G+14]), this feature increases the spectrum of potential providers to
which operations within a query can be assigned. Query execution can then selectively involve, in
the different steps of the computation, different data authorities and Cloud providers as deemed
desirable for economic or performance reasons. Authorizations imposed by data authorities are
enforced by applying encryption/decryption on-the-fly as needed to disable/enable data visibility as
demanded by authorizations and operation requirements. Authorization enforcement will entail
controlling not only direct data access, or release, but also accounting for information implicitly
conveyed as a result of a computation.

For concreteness, but without loss of generality, we frame our work in the context of relational
database systems. We consider queries of the general form “SELECT FROM WHERE GROUP BY

HAVING” that can include joins among distinct relations under control of different data authorities.
Execution of queries is performed according to a query plan established by the query optimizer.
The query plan is represented as a tree T(N) whose leaves are base relations and whose non-leaf
nodes are operations to be executed to perform the query. We assume the query plan to be produced
with classical optimization criteria, and in particular we assume that projections are pushed down
to avoid retrieving data that are not of interest for the query. Graphically, we represent a leaf node
as a square box that contains (the projection of) a source relation. We refer to leaf nodes as base
relations. In this section, we consider as a running example two data authorities: a hospital H,
storing relation HOSP(S,D), reporting the SSN (S) and Disease (D) of hospitalized patients, and
an insurance company I storing relation INS(C,P), reporting for each Customer (C) the insurance
Premium (P). We consider a user U as well as a third Cloud provider X offering computational
power. Our running example considers the execution, on behalf of user U, of query “SELECT

D, P FROM HOSP JOIN INS ON S=C WHERE P>1000” retrieving the diseases and premiums of
hispitalized patients whose premium is greater than 1000. Figure 3.11(a) reports the query plan for
our query.
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3.4.2 Authorization Model

We assume a simple, yet expressive, authorization model in which each data authority specifies
authorizations regulating the release of its data. Authorizations are defined at the fine-grained level
of attribute specifying, for every attribute, whether a subject (i.e., a user, a data authority, or a
provider) can have:

• plaintext visibility: the subject has complete visibility on the values of the attribute;

• encrypted visibility: the subject cannot view the plaintext values of the attribute, but can view
an encrypted version of them;

• no visibility: the subject cannot view the values of the attribute at all (neither plaintext nor
encrypted).

While plaintext and no visibility do not require explanation, since they correspond to traditional
ways of regulating access, the encrypted visibility, which represents a characteristic and strength of
our proposal, deserves some clarification. The reason behind the consideration of the encrypted
visibility is to provide a subject with the ability to operate on an attribute for performing joins with
other relations or for evaluating conditions on encrypted values (supported by the kind of encryption
used), while not releasing to the subject the actual values of the attribute. In the authorization model
we do not distinguish among different encryption schemes, so to leave the model simple and the
approach flexible. In fact, expressing the encryption scheme in the authorizations would introduce
considerable complexity in the specifications, without providing an actual advantage in the end.
The distinction among encryption schemes will be made by the query optimizer in the generation
of the query plan, depending also on the operations that are to be executed on the encrypted data.

Consistently with standard security practice, we assume a “closed” policy for the specification
of authorizations, meaning that only accesses explicitly authorized are allowed (i.e., ‘no visibility’
does not need to be specified, as it applies whenever the other two do not). Authorizations are then
defined as follows.

Definition 3.4.1 (Authorization) Let R be a relation and S be a set of subjects. An authorization
is a rule of the form [P,E]→S, where P⊆R and E⊆R are subsets of attributes in R such that
P∩E= /0, and S∈S ∪{any}.

Authorization [P,E]→S states that subject S can view attributes P in plaintext and attributes E
encrypted. Sets P and E are required to be disjoint. However, we note that an authorization that
permits a subject S to access an attribute a in plaintext also allows S to access the encrypted version
of the attribute. We assume that, for each relation, a subject can hold at most one authorization (the
consideration of multiple authorizations would not increase expressivity). Since the set of subjects
who might be involved in a query, and for whom release of data may be requested, may not be
completely known a priori, a default authorization can be specified, which applies to all subjects
for which no explicit authorization already exists for the interested relation. This is accommodated
by the consideration of value ‘any’ as subject of the authorization.

We expect users to have authorizations that include plaintext attributes only, since users need to
be able to access the queries’ responses and manage keys for attributes encrypted in the computation.
The data authority storing a relation can be expected to hold an authorization for accessing its
content in plaintext (i.e., S storing R(a1, . . . ,an) is authorized for [{a1, . . . ,an},_]→S). Providers
and other data authorities may instead have authorizations that also include encrypted attributes,
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allowing them to operate on relations that include some attributes without disclosing the attributes’
values to them. Figure 3.11(b) illustrates an example of authorizations for our running example.
For simplicity, in the figure and in the remainder of this section, we denote a set of attributes simply
with the sequence of the attributes composing it, omitting the curly brackets and commas (e.g., SD
stands for {S,B}).

3.4.3 Relation Content Model

To determine whether the release of a relation to a subject should be accepted according to
authorizations, it is necessary to capture the informative content of a relation, which might not be
completely expressed by the attributes appearing in its schema. This may happen, for instance, due
to the evaluation of a selection condition, or of a grouping operation, on attributes that are then
removed from the relation schema through a projection. As a simple example, the relation resulting
from “SELECT A FROM R WHERE B=‘10’”, while containing only A in its schema, indirectly leaks
information on the values of attribute B as well, and should therefore not be visible to subjects not
authorized to see both A and B. Capturing the informative content of a relation R (resulting from a
computation) requires then to take into account such indirect information leakage and relationships
among attributes, which we characterize through the concepts of implicit and equivalent attributes.

• Implicit attributes. Implicit attributes are attributes not necessarily appearing in a relation
schema but that have been taken into account in the computation of the relation. Basically,
implicit attributes for a relation R are all those attributes that appear in a selection condition
or grouping operation in the (sub-)query producing R. The information indirectly conveyed
differs depending on the selection condition considered. For instance, a selection condition
‘B=10’ leaks the fact that all the tuples in the result have value of B equal to 10, disclosing B
precisely even if it is not explicitly visible in the relation. A selection condition ‘B>10’ leaks
instead the fact that the tuples appearing in the relation have a value for B greater than 10, but
without leaking B’s actual values. The evaluation of a GROUP BY clause over B is similar to
the evaluation of equality condition ‘B=value’, where value may be unknown. Consistently
with the fact that we operate at the schema level, we do not distinguish among the degrees of
leakage and assume an attribute to be implicitly visible in a relation (i.e., indirectly exposed)
if the attribute was taken into account – in some way – in the computation of the relation.
The concept of implicit visibility applies to both plaintext and encrypted attributes.

• Equivalent attributes. Equivalence among attributes captures the fact that some attributes have
been connected in a computation (i.e., some conditions among them have been applied) and
therefore visibility of one attribute indirectly leaks the other(s). Like for implicit attributes,
the degree of such a leakage can depend on the condition enforced. For instance, condition
‘A=B’ implies precise leakage of the values of B from the visibility of A, while condition
‘A>B’ entails a partial leakage, as a subject viewing A can only infer the fact that B has a
value lower than the one visible for A. Again, we do not consider different degrees of leakage
(which would introduce considerable complexity and fuzziness in the approach, with limited
advantages in the enforcement of authorizations), but simply capture such a connection
between the attributes, considering them as equivalent from the point of view of authorization
enforcement (as visibility of one entails visibility of the other). Given a relation R, we
say that two attributes are equivalent if the (sub-)query producing R involves a condition
comparing them. The equivalence relationship is symmetric and transitive. Different sets of
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equivalent attributes can exist for a given relation. The equivalence relationship can apply to
both explicit as well as implicit attributes, and to plaintext as well as encrypted attributes.

In the following, we refer to attributes explicitly visible in a relation as visible attributes, and to
those implicitly leaked as implicit. In addition, attributes can be plaintext or encrypted.

3.4.4 Authorization Enforcement

We now illustrate how query execution can be regulated ensuring obedience to authorizations.

Authorized Visibility

The consideration of implicit and equivalent attributes allows us to capture the entire informative
content carried by a relation, regulating query execution ensuring that no subject can explicitly or
implicitly access data for which it is not authorized. More precisely, a subject S is authorized to
access a relation R iff the following three conditions hold:

1. S is authorized to access in plaintext all the (visible or implicit) attributes represented in
plaintext in R;

2. S is authorized to access in plaintext or in encrypted form all the (visible or implicit) attributes
represented in encrypted form in R;

3. S is authorized to access in the same form (either plaintext or encrypted) all the equivalent
attributes (uniform visibility).

Conditions 1 and 2 correspond to a simple enforcement of authorizations, taking into account
both the visible and implicit attributes. Also, condition 2 considers the fact that subjects authorized
for plaintext visibility over an attribute can also have encrypted visibility over the same (since the
encrypted representation conveys less information than the plaintext one). Condition 3 enforces
control on indirect information leakage caused by equivalence relationships established in query
computation, to prevent unauthorized exposure of information. It requires the subject to have the
authorizations for the attributes in equivalence sets, since the relation implicitly carries information
about them. In other words, since they leave a trace in the computation result, all attributes
in equivalence sets are always treated as implicit attributes. It also imposes that, within each
equivalence set, the authorizations be the same (either plaintext or encrypted) for all attributes in
the set. In fact, equivalence relationships in a profile express the fact that some attributes have been
related in a computation (e.g., an equi-join operation) and therefore visibility of one attribute in
an equivalence set leaks information on the other attributes in the same set. Imposing uniform
visibility allows us to account for such inference channels, blocking them when not consistent with
the authorizations. Note that uniform visibility must be satisfied for all attributes in an equivalence
set, regardless of whether they actually belong to the relational schema (i.e., they are visible).

The above discussion illustrates the conditions that make a subject authorized for a relation,
based on authorizations and the informative content of the relation. The enforcement of authoriza-
tions in our context concerns however regulating the assignment to authorized subjects of operation
execution within a query plan. An operation of the query plan, corresponding to a non-leaf node in
the query plan T(N), operates on one or two operand relations, and produces a relation as output. A
subject can be considered authorized for the execution of an operation if and only if it is authorized
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Figure 3.12: An extended query plan

for all the relations involved: the operand(s) as well as the result. The authorized visibility for the
operand(s) is needed since otherwise the subject could not access them. The authorized visibility
for the result enforces the control over the information entailed by the execution of the operation
itself. For instance, with reference to the tree in Figure 3.11, only the user U is authorized for the
execution of the join operation: H cannot access the right operand, I cannot access the left operand,
X cannot access any of them. Also, H and I cannot access the result of the join execution as neither
of them has uniform visibility over the join attributes S and C.

Given a query plan, our goal is to produce an authorized assignment of operations to subjects.
While our discussion so far accounted for the possible presence of encrypted attributes, the original
query plan, including only operations requested by the query computation, does not include
any encryption/decryption operation (see for example the plan in Figure 3.11). Encryption and
decryption operations are inserted on-the-fly by our approach to adjust visibility of attributes as
required by operation requirements or authorizations. Encryption protects attributes so to permit
the assignment of operations to subjects that could not otherwise be considered. Decryption permits
accessing plaintext values of encrypted attributes when needed in the computation.

In the remainder of this section, we refer to a query plan T′ that is obtained by inserting
encryption and decryption operations into another query plan T as an extended query plan for T. As
said, encrypting attributes enables the consideration, for the assignment of an operation, of subjects
not otherwise authorized for the execution of the operation. Figure 3.12 illustrates the query plan
in Figure 3.11 extended with two encryption operations, reporting on the left-hand side of each
node a subject that could now be considered for the execution the node’s operation. It is easy to see
that, by encrypting attributes S and C, the join operation could now also be executed by subject X,
which is authorized to access both of them in encrypted form.

Clearly, the encryption needed to make assignments authorized eventually depends on the actual
subjects to which operations are assigned. There are basically two opposite approaches that can be
followed in the insertion of encryption/decryption operations in the query plan, corresponding to
maximizing or minimizing visibility of attributes. Maximizing visibility corresponds to always leave
visibility of data in the clear, applying encryption only when strictly needed for protecting attributes
visibility from the subject executing a specific operation. Minimizing visibility corresponds to
always apply encryption by default, decrypting attributes only as needed for operation execution.
Each of the two extremes has some pros and cons and, to avoid predetermining one of the possible
scenarios above, we adopt a more flexible approach by first determining the candidate subjects for
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operations, and then injecting encryption and decryption operations only as needed, depending on
the decided assignment of operations to subjects. The query optimizer can then decide assignments
of operations based on cost and performance aspects.

Injecting on-the-fly Encryption

Assignment of operations to subjects must be bounded by the authorizations and the operation
requirements, which can limit the application of encryption (as some operations need to access
some attributes in plaintext for execution). To define the potential subjects that can be assigned an
operation (i.e., the operation candidates), our approach then first needs to characterize the operation
requirements that may limit the application of encryption. We capture this by defining the minimal
visibility needed over an operand to allow the evaluation of an operator. Intuitively, the minimum
required view over an operand for the execution of an operation is the operand relation where all
the (visible) attributes, but those that need to be in plaintext for operation execution, are encrypted.
Minimum required views allow us to take into account the visibility requirements for operation
execution: only subjects authorized for the minimum required views can be candidates for the
assignment (since for them the operand could be always protected with encryption without affecting
operation execution).

Given a query plan and a possible assignment of operations taken from the potential candidates,
there are different ways in which encryption and decryption could be inserted to make the assign-
ment authorized. Since it is desirable to avoid the use of encryption if not needed for protection,
a good strategy produces a plan that encrypts only those attributes that need to be encrypted for
obeying authorizations (and later decrypts them if needed for the execution of an operation). We
then aim at computing a minimally extended authorized query plan, that is, an extended plan where
encryption and decryption operations are minimized. Query operation assignments can then be
performed by the query optimizer, as follows:

1. perform a post-order visit of the query plan identifying candidates for each operation;
2. establish an assignment for each operation using classical approaches [Kos00];
3. perform a post-order visit of the query plan extending the plan with encryption and decryption

operations.

The sub-queries assigned to each subject can then be dispatched, together with the required
encryption keys (if the subject is required to perform encryption or decryption operations). It is
easy to see that the plan in Figure 3.12 implies an authorized assignment of operations to subjects,
and only encrypts attributes to obey authorizations (i.e., it encrypts attributes S and C to allow X to
execute the join enforcing the authorizations).

3.5 Summary

The work in Task 3.3 focused on the support of collaborative queries, providing solutions for
verifying the integrity of computations among collaborative parties as well as techniques for
selective sharing among collaborative parties.
Task 3.3 proposed the combined adoption of twins and markers in the evaluation of join operations
among relations hold by different parties, to provide a probabilisitic guarantees of the correctness
and completeness of the results. The base techniques have then been refined to reduce the overhead
they cause for integrity verification. Task 3.3 also analyzed the integrity guarantees provided by

ESCUDO-CLOUD Deliverable D3.5



72 Support for collaborative queries

markers and twins.
Task 3.3 developed a novel approach for supporting efficient revocation of authorizations. This
approach has the advantage that it is sufficient to re-encrypt a small portion of the resource to make
it unintelligible to non authorized users.
Task 3.3 finally proposed an approach that allows data owners to make their data selectively
available for access and collaborative query execution, and enables users to execute queries over
such data with selective and controlled involvement of external CSPs.

ESCUDO-CLOUD Deliverable D3.5



4. Security testing

The work under this task focused on providing security mechanisms that help guarantee the
protection of customer data. The deployment of security and privacy mechanisms is essential in
scenarios and applications involving the management of personal data. The changing context of
threats and growing vulnerabilities forces to design techniques to verify the expected security and
privacy levels. Hence, security testing becomes a necessity in the service developer community and
also in the Cloud service provisioning community.

D3.2 compiles the advocated security testing techniques applicable to the ESCUDO-CLOUD
environment. We have grouped and compared the testing techniques considering varied parameters
that allows us to determine in what aspect of the service they should be applied. We have evaluated
these techniques to analyze their applicability to the Use Cases (UC) identified in the WP1 of
ESCUDO-CLOUD. As additional T3.4 activities, the open source testing frameworks of PAIN1

and GRINDER2 are developed. We have also extended the T3.4 testing approach to apply to the
full Cloud security lifecyle via a novel schema that monitors SLA (Service Level Agreements)
compliance levels. The ESCUDO-CLOUD UC relevant validation is shown on Amazon Web
Service and OpenStack.

4.1 ESCUDO-CLOUD Innovation

This task produced several advancements over the state-of-the-art.

• We established the viability & also applicability of specific security testing approaches to the
ESCUDO UC’s. This was reported in D3.2.

• We developed a novel test acceleration technique (PAIN: Parallel Injections) that provides
tunability of test parallelization over the tradeoff criteria of test acceleration and accuracy.
The developed technique is generically applicable to multiple test generation/execution
schemes taking test injections, resource availability and test interference/timeouts criteria
as the basic inputs. PAIN is complemented by a generic test harness (GRINDER) that can
provide a customizable testing interface over the changes of the target systems. The initial
approach of PAIN and GRINDER was reported in D3.2.

• All classical testing approaches require a reference value to ascertain deviations over testing.
This does not apply to emergent multi-threaded or concurrent software that increasingly
figure in Cloud systems. Consequently, we developed the innovative concept of Invariant
Propagation Analysis to efficiently handle the testing multiple execution traces. This work
was published in [CWS+17]. The corresponding techniques for formal verification of
concurrent software were published in [MSBS17, MSB+16].

1www.deeds.informatik.tu-darmstadt.de/deeds/research/tools/pain
2www.deeds.informatik.tu-darmstadt.de/deeds/research/tools/grinder
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• While PAIN/GRINDER provide the UC owners with tools for supporting the direct security
testing of code fragments, protocols, components or inter-component interfaces, the testing
of Cloud system needs to be supported over the entire security lifecycle. Additionally, both
security relevant functional and non-functional attributes in Cloud systems are typically speci-
fied by SLAs/SLOs3 (as developed in T4.1). Our innovative approach has been to address the
issue of security lifecycle testing with the use of compliance monitoring of the SLAs/SLOs
along with the aspects of performance overhead of conformance testing/monitoring. The
compliance approach to “system-level” testing via direct monitoring is detailed in Sec-
tion 4.3.2 below and reported in [AWT+17]; the approach of indirect monitoring is reported
in [ZLTS17].

4.2 Techniques and Approaches for Security Testing

The results of this task were reported in D3.2 at M21. The activites subsequent to M21 resulted in
the additional publications of [AWT+17, ZLTS17, MSBS17, MSB+16, CWS+17].

4.2.1 Security Testing Techniques Overview

In D3.2, we discussed different security testing techniques as White Box and Black Box approaches.
Next, we discussed the applicability of test parallelization to security testing based on experiences
with test parallelization in dependability assessment. Finally, we presented a brief overview of
widely used security testing guidelines and methodologies.

4.2.2 Testing Support Tools

The initial work was reported in D3.2. We have extensively enhanced both PAIN and GRINDER
for functionality and also usability. Specifically, PAIN can now handle the aspects of (a) parallel
experiment instances interference on resources, (b) ascertain result deviations due to timeout-based
detectors, (c) assess predictive power of collected taskstats data for result validity, (d) provide
prediction of achievable throughput (analytical model) and validation/tuning using experimental
data, and (e) provide timeout and throughput tuning at runtime.

Both GRINDER’s and PAIN’s source codes are publicly available on github under the AGPL
v3 license45.

4.2.3 Testing Multi-Threaded Software and Systems

Bug injection is an established security testing technique to measure the robustness of a program to
errors by introducing bugs/anomalies/errors into the program under test. Following an injection
experiment, Error Propagation Analysis (EPA) is deployed to understand how errors affect a
program’s execution. EPA typically compares the traces of a fault-free (golden) run with those
from a faulty run of the program. While this suffices for deterministic programs, EPA approaches
are unsound for multi-threaded programs that have a non-deterministic golden run. Over ESCUDO-
CLOUD we have proposed the use of automatically inferred likely invariants in lieu of golden traces
for conducting EPA in multi-threaded programs. We present this approach as Invariant Propagation

3Service Level Objectives
4https://github.com/DEEDS-TUD/GRINDER
5https://github.com/DEEDS-TUD/PAIN
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Analysis (IPA). We evaluate the stability and fault coverage of invariants derived by IPA across
six different fault types across six representative programs through injection experiments. We find
that stable invariants can be inferred in all six programs, although their coverage of faults depends
on the application and the bug type. This work has been reported in [CWS+17] and the developed
techniques for formal verification in [MSBS17, MSB+16].

4.2.4 Testing the Security Lifecycle: Compliance Monitoring

The usage of computing resources as a service makes Cloud computing an attractive solution
for enterprises with fluctuating needs for information processing. However, the lack of security
specifications and guarantees in most Cloud service offerings leaves customers uncertain about
whether or not the provided service satisfies their security requirements. As an effort towards
managing service security between Cloud Service Providers (CSPs) and customers, Security Service
Level Agreements (secSLAs) were proposed as an extension to existing Cloud SLAs that usually
comprise performance properties of services [LTTS15]. SecSLAs, in contrast, are used to specify
the security properties of the provided service. The specification of a security property defines
security mechanisms to achieve this property and their implementations.

Moreover, a secSLA includes SLOs, which are target values for different service levels of the
specified security properties. Consequently, secSLAs can serve two purposes. First, according to
the security level determined by specified values of the SLOs, customers can decide whether or not
the required security level for the provided service is satisfied. Second, binding the properties with
the SLOs in an agreement obligates the CSP to provide the service with the contracted SLO values.

Effectively, secSLAs are supposed to act as a contract between customers and CSPs. However,
to date there is no6 mechanism to enable customers to verify the CSPs’ compliance to such contracts.
The inability to validate if a contract is honored by both parties renders the utility of such contracts
questionable. To develop assurance in the security of the provided service, customers needs to
be able to validate the compliance of the CSP to the secSLA. While a number of approaches for
service providers exist to assess the compliance of their services to the corresponding SLAs, there is
virtually no support for customers to detect if the services they use comply to the specified security
levels. To close this gap, we propose "C’MON: Monitoring the Compliance of Cloud Services to
Contracted Properties", an approach to continuously monitor the compliance of Cloud services
to SLAs as detailed in the next section. C’MON was tested on both Amazon EC2 and OpenStack
systems relating to the ESCUDO-CLOUD UC’s. Our evaluation of C’MON shows its ability to
identify violations of contracted security properties in an IaaS setting with very low performance
overheads.

4.3 C’MON: Monitoring the Compliance of Cloud Services to Con-
tracted Properties

In this section, we propose a framework for secSLA compliance validation which enables Cloud
customers to validate the compliance of the provided Cloud service to the contracted security level
in a secSLA. The approach is realized by first defining means to evaluate the SLOs associated with
each security property defined in a secSLA. By using these means to monitor the values of the
SLOs, the compliance of the service to secSLA is validated against the secSLA throughout the life

6The sole exception being the framework initiated by TUD in EC FP7 SPECS www.specs-project.eu
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cycle of the service and any detected violations are reported. This section provides the following
contributions:

1. A survey of SLOs proposed by different security control frameworks and standards to be
included in the secSLA. SLOs are surveyed to decide upon the possibility of measuring their
value from the customer side.

2. Definition of measurement procedures for SLOs.

3. Design and implementation of a monitoring tool which monitors the values of the SLOs
throughout the service life cycle, to ensure their compliance to the secSLA.

4. Evaluation of the functionality and performance of the approach on two examples of IaaS
services using a self-hosted OpenStack lab setup and Amazon Elastic Compute Cloud (Amazon
EC2) instances.

4.3.1 Terminology

SecSLAs have been proposed to enhance customers’ assurance in the security of Cloud services
[LTTS15]. The secSLA of a service enables customers to understand which security properties are
implemented in the service and obliges the CSP to deliver the properties with the contracted values
of the SLOs. However, a secSLA by itself does not guarantee that the contracted security level
is actually met. The CSP might fail to satisfy the contracted security level at any time during the
service life cycle. SecSLAs also specify the compensations to be paid in such cases. The aim of the
proposed approach is to provide customers with means to detect these violations of secSLAs. This
is achieved by measuring the SLOs contained in the secSLA and ensuring the compliance of the
measured values to the contracted ones. Before discussing the details of the approach, we introduce
the terminology and assumptions that our approach and its discussion are based on in the following.

• Security Service Level Agreement (secSLA)

A secSLA is a documented agreement between the CSP and the customer, which describes the
security properties of the service to be delivered [LTTS15]. Security control frameworks (e.g.
National Institute of Standards and Technology (NIST) Special Publication (SP) 800-53 [Nat14]
and Cloud Security Alliance (CSA)’s Cloud Control Matrix (CCM) [Clo16a]) describe security
properties in secSLA as a hierarchy of security controls refined into SLOs. An example of a
security control defined in CSA’s CCM is incident management. This control is refined into mean
time between incidents and percentage of timely incident resolutions SLOs, for which a CSP
specifies target values and commits to meeting these values throughout the service life cycle.

• Service Level Objective (SLO)

SLOs are the targets for service levels that the CSP specifies in the secSLA and commits to
achieve. They represent the measurable elements of the SLA that allow assessing the security
properties of the service. In the secSLA, the SLO is specified as an upper bound, a lower bound,
or both. The value of the SLO should not exceed, fall below or lay outside the specified bounds,
respectively. An example of an SLO is the mean time between incidents, which refers to the
average time between the discovery of two consecutive incidents [EC 13]. The specified value
for this SLO can be a lower bound which would imply that the reported average time between
incidents should not fall below the defined lower bound at any time of the service life cycle.
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• Measurement

A measurement is a set of operations used to determine the value of an SLO. The measurement
may be a formula, a process, a test or anything needed to assign a value to the SLO. In reference
to the same example of the SLO mean time between incidents, a measurement for this SLO
would involve means for incident detection and logging, in combination with means to extract
incident detection time from the log and calculate the average time between two consecutive
incidents.

4.3.2 The C’MON Cloud Monitoring Approach

In order to enable customer-side SLO measurements, we first analyze the secSLA to (a) understand
which SLOs it comprises and (b) identify the quantifiable and measurable SLOs among that set
of SLOs. For the evaluation C’MON of discussed in Section 4.3.6, we performed an extensive
literature survey to identify SLOs that are commonly contained in secSLAs and investigated each
SLO to decide whether or not it can be measured by the customer. The results of this survey are
detailed in Section 4.3.3.

The next step, detailed in Section 4.3.4, derives measurement mechanisms for the identified
SLOs that allow assessments from the customer side. Based on the identified measurement
mechanisms, a framework for continuously monitoring the values of the SLOs is developed in
Section 4.3.5.

The proposed approach focuses on the validation of the security of the IaaS Cloud service
model. IaaS includes the infrastructure resource stack hardware platforms (server, raw storage, and
networking resources) as well as connectivity to these resources [RRS11]. IaaS is the foundation
on which “higher” service models, such as PaaS or SaaS, are built. Hence, building secure SaaS
and PaaS services also mandates securing the infrastructure on which they are built. Accordingly,
the SLOs contained in the proposed validation model are defined for IaaS services and also form
the basis for ensuring the security of the other models.

4.3.3 SLO Classification

The aim of our approach is to develop a customer side compliance validation approach. Since the
ability of the customer to validate the compliance of a CSP to a secSLA is restricted by his ability
to measure the values of the SLOs contained in the secSLA, the first step in our approach is to
identify the SLOs which can be measured by a customer. An analysis of SLOs proposed by security
controls frameworks and security research projects is performed to investigate the SLOs and decide
upon the feasibility of measuring their values. SLOs from five different security catalogs proposed
by NIST [Nat08], CIS [NIS10], CUMULUS [EC 13], A4Cloud [NFG14] and SPECS [LB14] are
surveyed. The surveyed SLOs are classified according to their measurability from the customer
side into three categories:

• Measurable: The values of the SLOs belonging to this category can be measured from the
customer side. The measurement can yield exact values which can be directly compared to the
values provided by the CSP.

• Can be approximated: This category refers to the SLOs which cannot be exactly measured but
an approximation of their values can be interpreted. An example for an SLO which belongs to
this category is mean time to incident recovery proposed in [NIS10]. This SLO measures the
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Figure 4.1: Quantitative SLO Classification

mean time taken to recover from a security incident. Incident detection solutions can be used
at the customer side to detect incidents occurring at the customer’s resources and track them
until they are recovered. However, the value specified by the CSP is calculated across the full
organization for all resources. Thus, the calculated value at the customer side is a approximation
of the actual value given the assumption that the occurrence and recover time of incidents are
similarly distributed across all resources.

• Non-Measurable: Non-measurable SLOs are those which cannot be measured or approximated
from the customer side. In particular, these SLOs depend on information that is exclusive to the
CSP. Security Budget Measure [Nat08] is an example of an SLO that belongs to this category.
The SLO measures the percentage of information system budget devoted to information security
of incidents. A customer has no means to measure a CSP’s budgeting or costs for security
incidents.

A total of 142 SLOs were examined for this work. During the examination of the SLOs, two
types of SLOs have been identified, SLOs with quantitative values (i.e., values with numeric types
and semantics of a quantity), and SLOs with qualitative values (i.e., nominal or ordinal values)
[Int16]. With the aim of providing an automated compliance validation approach, only quantitative
SLOs are considered. Out of the total number of SLOs, 82.5% were identified as quantitative.
After extracting the quantitative SLOs and eliminating the underspecified SLOs (i.e. SLOs whose
definitions are not clear enough to decide upon their measurability), 108 were classified as shown
in Figure 4.1. The figure reports the number of SLOs in each category for each considered security
catalog. Out of all quantitative SLOs, only 11 SLOs turned out to be measurable. Table 4.1 lists the
measurable SLOs along with their description.

4.3.4 SLO Measurement Definition

In this step, we define measurements for the 11 SLOs classified as measurable in the previous step.
A measurement definition describes the process used to determine the value of each SLOs from
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Table 4.1: Measurable SLOs

Standard SLO Description
CUMULUS: 01 Percentage of uptime The percentage of time the re-

source was considered avail-
able, in comparison with the
total elapsed time.

CUMULUS: 02 Percentage of processed requests The percentage of successful
resource requests processed by
the provider over the total num-
ber of submitted requests.

CUMULUS: 03 Percentage of timely recoveries The ability to recover from an
unavailability event within a
maximum predefined delay.

CUMULUS: 04 Mean time between failures The mean time between two
consecutive failures to process
a request.

CUMULUS: 20 Country-level anchoring Indicates that the CSP guaran-
tees that all storage, processing
and remote access only takes
place within a set of predefined
countries.

SPECS: 02 Forward secrecy Enables the use of forward se-
crecy on a cryptographic chan-
nel.

SPECS: 03 HSTS (HTTP Strict Transport Security) Usage of HSTS protocol.
SPECS: 05 Secure cookies Enables the use of secure cook-

ies.
SPECS: 06 Client certificates Enables the use of client cer-

tificates for SSL/TLS-based au-
thentication.

SPECS: 07 OCSP (Online Certificate Status Protocol) stapling Enables the use of OCSP for re-
questing the status of a digital
certificate.

A4Cloud: 20 Readability (Flesch Reading Ease Test) Level of readability of text pro-
duced by the CSP.
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the customer side. For each SLO, the description provided in the catalog is studied to define an
appropriate measurement to determine its value. The measurements are discussed below.

Percentage of Uptime

The SLO specifies a lower bound for the percentage of time over a predefined measurement period
in which the service should be available. Based on the description of the SLO, the availability of
a service is determined by the status of a request sent to the service at the time of measurement.
If a service request response returns an error code or the CSP fails to deliver the service within a
predefined time frame, the service is considered unavailable. The description of the SLO specifies
additional attributes timeslotFailThreshold and slotSize to calculate the percentage of uptime.
The measurement period is divided into timeslots of fixed length slotSize. A slot is considered
available if the percentage of failed requests within a timeslot is less than defined percentage
timeslotFailThreshold. Accordingly, the percentage of uptime is calculated as the percentage of
time slots in which the service was considered available.

Measurement Test service requests are generated and sent to check if the service is available
or not. To monitor the availability of the service throughout the full life cycle, requests are sent
periodically to the service with a predefined frequency and the response of the CSP is verified. The
status of the requests are used to calculate the percentage of uptime using Equation 4.1.

∑Available slots
∑Slots

(4.1)

Percentage of Timely Recoveries

The SLO specifies a lower bound for the percentage of unavailability events which last less than
the predefined delay maxTime [EC 13]. The SLO has the same attributes slotSize and timeslot-
FailThreshold as the previous SLO. In addition, it follows the same definition of service availability
defined over time slots of size slotSize to determine unavailability events and their duration.

Measurement The SLO is measured using the same method defined for measuring percentage of
uptime. Service requests are sent at a predefined frequency to test the availability of the service
throughout the full measurement period. Upon the detection of an unavailable slot, the start of an
unavailability event is marked. The number of slots until the next available slot is recorded as the
unavailability event duration. The percentage of the unavailability events with duration less than
maxTime is then calculated using Equation 4.2.

∑Unavailability events(T < maxTime)
∑Unavailability events

(4.2)

Percentage of Processed Requests

A lower bound for the percentage of successfully processed requests by the CSP over a given
measurement period is specified by this SLO. A request is considered successful, if the service
was delivered without an error and within a predefined time frame. The SLO is reported over the
measurementPeriod of the service.
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Measurement To measure this SLO, service requests are generated at a predefined frequency
and the percentage of successful requests is calculated over the measurement period using Equation
4.3.

∑Success f ul requests
∑Requests

(4.3)

Mean time between failure

This SLO is used to specify a lower bound for the mean time between two consecutive failures of
processing a request [EC 13]. It is important to note that the failure here is defined as the failure of
a single request. The mean time is calculated over the duration of the measurement period.

Measurement Test requests are continuously sent with a predefined frequency to the service. For
each reported failure of processing a request, the time of the failure is logged. Accordingly, the
time between every two consecutive failures is calculated. The mean time of all the reported times
between consecutive failures throughout the measurement period is calculated using Equation 4.4
and reported as the value for this SLO.

∑ |Start o f downtime−Start o f next uptime|
∑Failed requests

(4.4)

HSTS

This SLO refers to the usage HTTP Strict Transport Security (HSTS) [LB14]. Since this SLO is
concerned with web session security, it can be defined for SaaS services only. This applies also for
the next four SLOs in Table 4.1.

Measurement An HTTP host is declared as an HSTS host by issuing an HSTS policy, which
is represented by and conveyed via the Strict-Transport-Security HTTP response header field
[HJB12]. Therefore, to check for HSTS usage, an HTTP GET request is sent to the service, and
the Strict-Transport-Security HTTP header field in the response is investigated. To validate the
continuous usage of HSTS during the service life cycle, HTTP GET requests are repeatedly sent to
the service, checking the header field on every request.

Secure Cookies Forced

The secure cookies SLO [LB14] reports whether the service enforces the usage of secure cookies
or not. This SLO is used to serve sensitive data protection by protects the confidentiality of cookies
in transmission.

Measurement By sending an HTTP GET request to the service and examining the Set-Cookie
header in the responses, one can check if the secure attribute is set to true to validate the usage of
secure cookies. The value of the secure attribute can be monitored continuously by sending the
HTTP GET request regularly. The value of the flags of all the received responses are checked to
validate whether secure cookies are enforced or not.
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Forward Secrecy

The SLO reports whether the Cloud service supports forward secrecy in its cryptographic channels.

Measurement Connecting to a server which supports forward secrecy implies that the session
key used during Secure Sockets Layer/Transport Layer Security (SSL/TLS) session establishment
is independent from the server’s private key [HC98]. Accordingly, achieving forward secrecy
is reliant on the cipher suite chosen when initiating the SSL/TLS session since the cipher suite
determines the key exchange algorithm used. The use of Diffie-Hellman key exchange supports
this property. Hence, to check for the usage of forward secrecy, an SSL session is initiated with the
server, including only the cipher suites which uses Diffie-Hellman key exchange in the client cipher
suites. If the handshake was successful then the server supports the forward secrecy. Otherwise, if a
handshake failure alert is raised and the session is terminated, then forward secrecy is not supported.
To monitor the value of this SLO throughout the life cycle of the service, this process is carried out
repeatedly throughout the service’s life cycle.

Client Certificates

This SLO refers to whether the service enables the use of client certificate in SSL/TLS-based
authentication. The SLO can take one of 3 values “required”, “optional” or “not required”. If the
client certificate is “required” then the client can only be authenticated if it sends an valid certificate
during the handshake. If the value is “optional” the client may or may not send its certificate during
the handshake. If the server does not want to accept the client certificate even if it was presented,
the value is set to “not required”.

Measurement An SSL session is initiated with the server to check whether the server uses the
client certificate or not. To test all three possibilities, a simple algorithm is proposed. A session
is first initiated without a client certificate. If a handshake failure alert is raised [DR08], then the
server needs to verify the client certificate for authentication (i.e., a certificate is “required”). Else,
if the handshake did not fail then the client certificate may be “optional” or “not required”. Next
we initiate another session, this time with an invalid client certificate. If the session is successfully
initiated, it can be deduced that the server does not check the client certificate even if presented
(i.e., the certificate is “not required”). Otherwise, if a handshake failure alert is raised, then client
certificate authentication is “optional” presenting the certificate is not essential for authentication
but if a certificate is presented it is checked. As a result, the handshake failure alert is raised
when trying to authenticate with an invalid certificate. This process is repeated periodically to
continuously monitor the value of the SLO.

OCSP Stapling

Online Certificate Status Protocol (OCSP) stapling [GSM+99] reports if the use of OCSP for
requesting the status of a digital certificate is enabled or not. A server that uses OCSP stapling
sends the OCSP request on the behalf of the client staples the OCSP response to the handshake.

Measurement To check whether OCSP is supported or not, an SSL session is initiated with the
server while including the Certificate Status Request extension in the “client hello” SSL handshake

ESCUDO-CLOUD Deliverable D3.5



Section 4.3: C’MON: Monitoring the Compliance of Cloud Services to Contracted Properties 83

message. If the Certificate Status response extension is attached with the SSL handshake, then the
server supports OCSP stapling.

Country Level Anchoring

The country level anchoring SLO [EC 13] defines a set of countries within which all the storage,
processing and remote access takes place.

Measurement The countries can be inferred from the IP addresses of the storage and access
entities using IP to geolocation databases. Given the IP address of the provided Cloud service, a
route trace is initiated to the IP address of the machine to check the IP addresses of the host and the
gateway and infer the corresponding countries 7. Moreover, the countries from which the service is
accessed can be inferred from the source IP addresses.

Readability (Flesch Reading Ease Test)

This SLO specifies a lower bound for the level of readability of text produced by the CSP. The
readability of a given text is quantitatively calculated based on the number of sentences, words and
syllables contained in the text.

Measurement Equation 4.5 in [NFG14] is used to calculate readability, where S is the total
number of sentences, W is the number of words and Y is the total number of syllables in the text. A
minimum value of 45 is defined to regard a text as reasonably readable. The equation is used to
calculate the readability of the secSLA written by the CSP to describe the service provided.

206.835−1.015
W
S
−84.6

Y
W

(4.5)

4.3.5 C’MON Monitoring Framework

We propose C’MON as a solution for customers to monitor the compliance of the service to the
secSLA throughout its life cycle. This is achieved by tracking the values of the SLOs using
the measurements defined in the previous subsection. By comparing the measured values to the
contracted ones, the framework enables the detection of violations to the secSLA. The architecture
of the framework is shown in Figure 4.2. The components of the framework and their interactions
are discussed in the following.

Monitoring manager: The monitoring manager regulates the validation process. It takes the
validation request from the customer as input, starts the monitoring and outputs the validation
status.

SLOs tests repository: The measurements defined in 4.3.4 are formulated as tests to be
executed during the monitoring to determine the real-time values of the SLOs. The tests are stored
in this repository. The tests are loaded according to the SLOs present in the secSLA of the resource
to be monitored.

Tester: The tester performs the tests loaded from the repository to measure the values of the
SLOs of the delivered service. The testing of the service is performed remotely using the provided
information about the service with the validation request.

7This measurement is limited by the ability of attaining the route to the service. Any intermediate firewalls between
the machine performing the measurement and the target machine might obstruct the packets sent to determine the route.
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Figure 4.2: Monitoring Framework Architecture

Monitoring repository: The monitoring repository maintains the monitoring results collected
by the tester throughout the measurement period.

SecSLA validator: The secSLA validator is responsible for reporting the compliance status of
the service. The validator compares the measured value of each SLO to its corresponding contracted
value to check for violations. If the measured values of all SLOs are equal to the contracted values
or is within the contracted threshold then the service is compliant to the secSLA . Otherwise, the
service is said to violate the secSLA.

The compliance validation with C’MON comprises the following steps.

1. The customer initiates a validation session by sending a validation request to the monitoring
framework. The request includes some information (e.g., IP address or host-name) about the
service to validate along with the secSLA.

2. The monitoring manager loads the contracted values of the SLOs from the secSLA.

3. The tests corresponding to the loaded SLOs are selected from the SLO tests repository to be
used during the monitoring session.

4. The tester executes the tests with a predefined monitoring frequency to measure the values of
the SLOs.

5. The tester stores the collected results of the tests in the monitoring repository.

6. After the validation session is completed, the measured values of the service’s SLOs collected
over the validation session are compared against the SLO values from the secSLA.
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7. The validation status is returned to the customer along with any detected violation.

The service compliance validation status can be reported periodically or upon customer’s
demand. The proposed monitoring framework enables the customer to adjust the monitoring
configuration (e.g. monitoring frequency, monitoring duration, validation period) as he wishes to
achieve the required monitoring coverage.

4.3.6 Evaluation

Three experiments have been conducted to evaluate the approach. The first two experiments are
concerned with evaluating the functionality of the approach on two examples of IaaS services:
OpenStack and Amazon EC2. The third experiment evaluates the overhead imposed by the proposed
framework on both the monitoring server and the monitored Cloud service.

Experiment 1: OpenStack Compute Instance

In the first experiment, the effectiveness of C’MON for managing the compliance validation process
has been evaluated by assessing C’MON’s ability to measure the SLOs and detect violations
of predefined values.The experiment was performed in a controlled environment using an IaaS
service provided by a self-hosted OpenStack Cloud platform. Figure 4.3 shows the setup of the
experiment. The IaaS Cloud platform is built using one controller node, which hosts all OpenStack
services to manage compute resources, and a compute node that hosts the created instances. The
platform is used to create a compute instance, which is used as a target for monitoring the SLOs
percentage of uptime, percentage of timely recoveries, meantime between failures and percentage of
processed requests by monitoring the availability of the instance using ping messages. In addition,
OpenStack’s dashboard Horizon provides a web based interface to manage the instance. The SLOs
Secure cookie forced, HSTS, client certificate, forward secrecy and OCSP are monitored for the
dashboard to evaluate the session security properties of the management interface. C’MON was run
on a server outside the Cloud platform. The IP address of the instance and the host name of the
dashboard were used to access the corresponding resources.

The experiment was performed by setting up a running instance with the management interface
and enabling all the session security properties by editing the configurations of the dashboard.
Violations of SLO values were deliberately caused at different times during the experiment to test
C’MON’s ability to detect them. Two types of violations were used: an instance availability outage,
in which the instance was forced into an unavailable state, and a session security violation, in which
support for the session security properties was detained (i.e., the usage of secure cookies is disabled
after it was originally enabled).
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We took great care to simulate realistic outages in our experiments and conducted a study to
derive realistic outage distributions, covering both the frequency and the duration of the outages.
We surveyed a number of data sets ([Ama17b, Clo16b]), but only found the data provided by the
International Working Group on Cloud Computing Resiliency (IWGCR) [IWG17] to be sufficiently
concise.

The box plot in Figure 4.4 shows the distribution of outage durations (in hours) from the
collected data and outage frequencies per hour on the same scale, respectively. As the usable data
set only comprised a total of 47 outage reports, a triangular distribution for the duration of outages
has been fitted to the data, using the 25% quartile as the lower bound, the 75% quartile as the upper
bound, and the median value as the mode. According to our analysis of the data, the mean outage
frequency is less than one outage per month. However, relying on this low frequency would result
in too few data points for the experiment. Hence, we used a uniformly distributed random variable
to determine the occurrence of outages, while avoiding outage overlaps by setting its lower bound
to a value greater than the 75% quartile of the outage duration. The upper bound of the random
variable’s range was set to 72 hours to ensure a sufficient number of samples for the measurement
period. The obtained probability distributions of outage durations and frequencies were used to
schedule the outages over the time of the experiment.

As our analysis of real service outages shows that outages of less than 2.5 hours are a relatively
rare occurrence (less than 25% of the reported outages), we use three tests per hour as a conservative
configuration for the monitoring frequency. We ran the experiments for one month. Over the entire
experiment duration C’MON accurately detected the artificially injected security property violations
without any false negatives or false positives.

Experiment 2: Amazon EC2 Instances

In the second experiment, we evaluated our approach on a commercial Cloud service setup using
AWS EC2 instances. Three EC2 instances each in a different region, along with their web based
management interfaces (Amazon management console) were monitored. The configurations for the
instances are shown in table 4.2. C’MON was deployed on a server outside the Cloud network. The
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SLOs monitored for the instances and the management interfaces were the same as the previous
experiment. In addition, the country-level anchoring SLO was monitored for the instances.

Table 4.2: Instances Configurations

US_EC2 FRA_EC2 TYK_EC2
Region US East

(N. Virginia)
EU
(Frankfurt)

Asia Pacific
(Tokyo)

Instance type t2.nano
Amazon Machine Im-
age

Amazon Linux AMI 2016.09.0 (HVM) [Ama17a]

Network Default
Availability zone us-east-1d eu-central-1b ap-northeast-1a
Tenancy Shared

C’MON Configurations With the aim to detect the shortest possible change and thereby achieve
maximal coverage of changes in the monitored SLO values, a fine-grained monitoring was used. For
availability, the shortest possible change was assumed to be the reboot time of an instance during
which the instance is unavailable. The reboot time of an instance has been experimentally assessed
to be 5 seconds. Hence, the monitoring frequency is set to one test every five seconds. For the
session security properties of the management subsystem, a lower monitoring frequency was used,
since changes in the configuration of the web server hosting the console are expected to occur less
frequently. Moreover, automated access to the console at high rates might be considered malicious
and thus the requests might get blocked by the CSP. Accordingly, the monitoring frequency for the
consoles was configured as six times per hour.

We used the following values for the additional attributes defined for the SLOs to calculate the
values of the SLOs in this experiment. The slotSize was set to 15 minutes with a timeslotFailThresh-
old equal to 10%. The maxTime used to calculate the percentage of timely recoveries was one slot,
i.e., 15 minutes.

The experiment was also run for a month. Table 4.3 shows the measured values of the SLOs
for all three instances. According to the results, the instance deployed in the US East (New
Virginia) offered the least percentage of uptime with a percentage still greater than 99%. The
lowest percentage of processed requests is reported for the instance located in Asia Pacific (Tokyo).
By comparing the results of the percentage of uptime and percentage of processed requests for
TKY_EC2 and US_EC2, it can be noticed a lower percentage of processed requests does not
necessarily imply a lower percentage of uptime. This is due to the fact that the percentage of uptime
is calculated over the availability of the slots rather than individual requests. The instance deployed
in the EU (Frankfurt) had the highest mean time to failure with a value equal to 17 hours. All
instances achieved 100% timely recoveries from outages for a maxTime of one slot duration, i.e.,
no outage lasted for more than 15 minutes for any instance.

The location of the instances did not change during the experiment period. The locations
reported by the monitoring framework for each instance are displayed in the table. We analyzed
the collected data investigate the frequencies and durations of the outages during the measurement
period. According to the recorded data, the shortest observed outage is the failure of a single
request, i.e., an outage duration of less than 10 seconds. The longest outage duration extracted from
the results of all instances is 255 seconds experienced in the US_EC2 instance.
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The reported results for the management interfaces are almost identical for all three consoles.
All session security SLOs were enabled and the client certificate was “Not required” for all consoles.
The FRA_Console apparently did not support OCSP stapling. The assessment of these SLOs
did not change over the measurement period. Therefore, no conclusions can be drawn from our
experiment regarding the change frequency or duration for session security SLOs in real world
settings.

Table 4.3: Amazon EC2 Instances Results

US_EC2 FRA_EC2 TKY_EC2
Percentage of Uptime 99.0915% 100% 99.9303%
Percentage of Processed
Requests

99.8088% 99.9930% 99.7571%

Percentage of Timely
Recoveries

100% 100% 100%

Mean Time to Failure 36.41 minutes 1023.63 minutes 35.91 minutes
Country-Level An-
choring

United States
(Gateway: United
States, Seattle
Host: United States,
Ashburn)

Germany
(Gateway: Germany,
Frankfurt
Host: Germany, Frank-
furt)

Japan
(Gateway: Japan,Tokyo
Host: Japan,Tokyo)

Experiment 3: Monitoring overhead

In the third experiment, the performance of the proposed approach has been evaluated with the goal
to estimate the communication and computational overhead C’MON imposes. This experiment was
conducted on the same setup of the first experiment (Figure 4.3), as it provides higher controllability
of the factors that potentially influence our performance measurements. The imposed overhead was
evaluated for the monitoring server, the OpenStack instance, and the server hosting the dashboard.
To estimate the highest overhead imposed by the monitoring framework, the highest monitoring
frequency from our prior experiments was used, i.e., one test every five seconds.

The monitoring overhead was assessed by measuring communication and computation per-
formance metrics on the monitored and monitoring machines with and without C’MON being
active. The comparison between performance with and without C’MON is conducted using a two
sample Kolmogorov-Smirnov (K-S) test [MF51]. If the null hypothesis (that the two sample sets
of performance measurements belong to the same population) cannot be rejected, then there was
no significant performance overhead imposed by C’MON. Otherwise, an overhead was observed
and we report the average difference between the values as the imposed overhead. The conducted
performance tests are detailed below.

Communication Overhead. The metric considered for measuring the communication overhead
is network throughput. Network throughput was measured using the netperf [Jon17] benchmark.
The server under measurement executed a netperf client and the TCP_STREAM benchmark profile
was used to transfer data and report the throughput of the uplink during the transmission. Three
tests were performed, one for the monitoring server and one for each target instance. Each test was
performed once while monitoring was active and once while it was inactive. For every test for both
cases (monitoring in/active) the test has been performed 30 times yielding 30 throughput samples
per test.
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The K-S tests are performed on the collected samples from each test using a statistical signif-
icance level of α = 0.05. The results are shown in Table 4.4. For all three cases the p-value is
greater than α . Thus, the null hypothesis cannot be rejected, which shows that there is no evidence
of statistically significant communication overhead using C’MON.

Table 4.4: Network Throughput K-S Tests Results

Monitoring Server Instance Dashboard
p-value 0.236 0.954 0.132
D 0.267 0.333 0.300

Computational Overhead To measure the performance of computational workloads, two metrics
were chosen: CPU total time and file Input/Output (I/O) throughput. We used Sysbench [Kop17]
to measure the chosen metrics. The CPU total time was measured for the monitoring server, the
instance, and the machine running the dashboard, whereas file I/O throughput was only measured
for the monitoring server and the dashboard, as the ping-based SLO measurements do not impose
file I/O overheads on the IaaS instances. Each test has been performed 30 times for each machine
and monitoring being active or inactive. K-S tests are used to compare the samples collected for
each case using α = 0.05 as for the communication overhead assessment before.

The results of the K-S tests are listed in Table 4.5. According to the p-values of the CPU total
time, tests for both the monitoring server and the server hosting the dashboard, the null hypothesis is
rejected. This implies an imposed overhead on the server caused by monitoring. Figures 4.5 and 4.6
show the cumulative frequency distributions of the CPU time samples collected for the monitoring
server and the dashboard server respectively. We estimate the imposed overhead as the average
difference between the measurements with and without monitoring, which is 1.28 seconds, i.e., a
0.0076% increase for the monitoring server. For the dashboard server, the monitoring overhead is
0.072 seconds, i.e., a 0.0003% increase. For the CPU time test performed on the instance, the null
hypothesis of the K-S tests could not be rejected. Hence, there is no evidence of any statistically
significant overhead.

Table 4.5: Computational Performance K-S Tests Results

CPU Total Time I/O Throughput
Monitoring
Server

Instance Dashboard Monitoring
Server

Dashboard

p-value < 0.0001 0.007 0.393 0.219 < 0.0001
D 0.633 0.433 0.233 0.267 0.567

The results of the file I/O throughput test performed for the monitoring server also yields no
evidence of significant overhead. However, an overhead is observed on the dashboard for the same
test. Figure 4.7 shows the cumulative frequency distributions of the throughput for both cases
(monitoring active/inactive). The average difference between the distributions is 0.045 Mb/sec, i.e.,
a 0.03% decrease resulting from monitoring.

Threats to Validity

The first threat to validity is the assumption made about the minimum outage duration. The way
an instance is managed (launched, scheduled or booted) differs from one CSP to another, hence,
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Figure 4.5: Monitoring Server CPU Total Time
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Figure 4.6: Dashboard CPU Total Time

the expected outage duration of the services differ. The absence of false negatives observed in our
experiments depends on whether the violation duration is longer than the time interval between two
consecutive monitoring events. Hence, the coverage of violations is dependent on the monitoring
frequency. High monitoring frequencies yield high coverage, but also entail high overheads. In
our evaluation we conservatively chose high monitoring frequencies and still obtained modest
performance overheads for C’MON. We are therefore confident that C’MON provides reasonable
performance in any realistic use case.

The second threat to validity is caused by assuming that any request failure is caused by an
availability of the service at the CSP side. Although, the Cumulus catalog [EC 13] defines the
availability of the service based on the status of requests sent to it, there is a chance that the
failure of the request is caused due to the failure of the path taken to reach the service, not the
failure of service itself. On the one hand, this means that CSPs are not necessarily responsible
for secSLA violations observed by C’MON, as these may also be caused by perturbations in the
network infrastructure. On the other hand, this still accurately reflects the service level as perceived
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Figure 4.7: Dashboard File I/O Throughput

by the user. Therefore, the threat to validity only affects conclusions regarding CSPs’ provided
service levels. The service level observed by the user is accurately reflected by C’MON’s monitoring
results.

A third threat to validity concerns the measurement defined to check for the enforcement of
forward secrecy, the measurement considers variants of Diffe-Hellman key exchange as the only
algorithms which support forward secrecy and the enforcement is decided according. The existence
of other algorithms might threaten the validity of the “not enforced” result. Finally, a fourth threat to
validity is the choice of CSPs. The approach was only evaluated on an OpenStack and on Amazon
EC2. The validation of services, which are differently set up and managed, might yield different
results.

4.4 Summary

The work of D3.2 was reported at M21 and resulted in the publications [WSN+15, WPS+15,
LNW+14]. The work subsequent to M21 resulted in the additional publications of [AWT+17,
ZLTS17, MSBS17, MSB+16, CWS+17]. Overall we were able to achieve the following:

• Address the problem of the applicability of security testing techniques according to the
availability of Cloud resources.

• Evaluate and map the range of available security testing techniques to the UC’s requirements
to advocate the most appropriate testing technique to use in each UC.

• Propose a customer side monitoring framework for monitoring the compliance of Cloud
services to the contracted properties in secSLAs.

• Evaluate the proposed approach on both a self-hosted OpenStack platform and Amazon EC2.
The results have proven that our approach is suitable for measuring the values of the SLOs
and identifying violations of contracted SLO values.
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5. Conclusion

In this document, we presented the activities and results of the work carried out in ESCUDO-
CLOUD Work Package 3 between M4 and M34. WP3 addressed the problem of enabling the
data owner with the ability to selectively share her protected data with other users in the Cloud.
ESCUDO-CLOUD partners in WP3 approached this from four directions: empowering a data
owner for selective sharing (T3.1) of protected data with other users, ensuring secure multi-user
interactions and sharing (T3.2), guaranteeing integrity and correctness of the data and responses in
presence of write operations by different users, and supporting collaborative queries (T3.3) involving
access to data of different owners. Furthermore, security testing mechanisms and guidelines (T3.4)
for the developed solutions were presented. These directions yielded the following results within
ESCUDO-CLOUD.

Selective sharing. Task 3.1 had the goal to empower Cloud users with security means for data
sharing. To achieve this, partners in T3.1 worked on selective encryption, the shuffle index,
oblivious order preserving encryption, and search over encrypted data. The shuffle index
in combination with selective encryption enables data owners to ensure confidentiality and
integrity of data. Furthermore, a multi-user encryption schema for search over encrypted data
was formulated for scenarios where encrypted data is required to be processed at a honest-but-
curious CSP. Both means enable to enforce access restrictions at the provider-side, without
requiring trust in the CSP. In addition, Oblivious Order Preserving Encryption represents
a novel approach for increasing self-protection (i.e., privacy) in multi-party evaluation of
decision trees over encrypted data.

Secure multi-user interactions and sharing. The goal of Task 3.2 was the development of solu-
tions for multi-client interactions in the Cloud setting, with a focus on guaranteed integrity.
We developed two solutions, with varying scopes. The first solution, VICOS, guarantees
multi-client consistent access to a Cloud object store, which is accessed as a key-value
store. VICOS has been implemented, can be used as an additional layer on commodity
Cloud object store systems, and its performance is practical for real-world deployment.
The second solution guarantees multi-user consistent access to an arbitrary data type, i.e.,
arbitrary stateful computation can be outsourced to an untrusted Cloud provider. While this
solution allows for more general applications than VICOS, it uses computationally more
expensive cryptographic tools and has not yet been implemented. We expect, however, that
improvements in the active research areas related to the cryptographic components used in
the protocol, together with efficiency improvements in our protocol, can make the protocol
practical in the near future.

Support for collaborative queries. The task first studied twins and markers as integrity verifica-
tion techniques to be used in collaborative computation scenarios, proposing refinements
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for reducing verification costs. The task also analyzed the effectiveness of twins and mark-
ers to help the user in choosing how many markers and twins to use to obtain the desired
integrity guarantees. The second problem addressed in this task is related to access control
enforcement in collaborative scenarios. The task developed a novel solution, based on mix-
ing encryption mode studied in WP 2, that enables the efficient enforcement of a revoke
operation through the re-encryption of a small portion of the revoked resource, as well as a
novel approach for specifying and enforcing authorizations to enable controlled data sharing
for collaborative query execution in the Cloud.

Security testing. The task established the utility of varied security testing schema to the ESCUDO-
CLOUD UCs. In addition, it developed two publicly available tools as (a) a generic testing
harness, GRINDER, customizable for the test target, and (b) a testing framework, PAIN,
to tune the tradeoffs across test acceleration, test correctness and test timings/allocation on
distributed resources. A novel approach to handle testing for multi-threaded software was
developed. Additionally, an extension from component testing to security lifecycle testing
was developed as a secSLA compliance monitoring schema along with the validation on
Amazon AWS and Openstack.
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